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3D point cloud processing has redefined the way we per⁃
ceive and interact with digital spatial data. By translat⁃
ing physical entities into a collection of 3D points, it of⁃
fers an accurate digital model of our surroundings. This 

emerging field of 3D point-based representation has piqued in⁃
terest significantly over recent years, owing to its capacity to 
depict detailed spatial environments, thereby bridging the gap 
between virtual and real dimensions. Numerous applications, 
including virtual reality, augmented reality, and advanced 
mapping, have greatly benefited from this technology, allowing 
for immersive experiences and accurate spatial analysis. How⁃
ever, the journey from raw spatial data to refined point cloud 
representations is fraught with challenges, including storage 
and computational demands, noise handling and the quest for 
efficient compression techniques.

In this special issue on 3D point cloud processing and ap⁃
plications, we present a curated series of articles that dive 
deep into these challenges, suggesting innovative strategies 
and methodologies tailored to address them. The selected con⁃
tributions touch upon a diverse spectrum of topics within the 
realm of point cloud processing. They discuss novel compres⁃
sion algorithms, delve into quality assessment metrics, eluci⁃
date advanced rendering techniques, and highlight the nu⁃
ances of feature extraction, among other pivotal areas. The call 
for papers for this special issue attracted excellent submis⁃

sions, indicating the growing significance of this field. Follow⁃
ing rigorous reviews, we are proud to present six standout pa⁃
pers that not only showcase cutting-edge research but also set 
the direction for future endeavors in this domain.

The first paper titled “Perceptual Quality Assessment for 
Point Clouds: A Survey” delivers a comprehensive overview of 
how the visual quality of point clouds is gauged. Traditional 
quality assessment methods fall short when applied to point 
cloud data. This survey presents the significance of point 
cloud quality assessment, discussing common distortions, ex⁃
perimental setups, and subjective databases. It contrasts 
model-based and projection-based objective methods, and the 
performance of these methods across various databases is ana⁃
lyzed. Experimental insights underline the utility and efficacy 
of the presented methods.

The second paper titled “Spatio-Temporal Context-Guided 
Algorithm for Lossless Point Cloud Geometry Compression” 
addresses the challenges faced during the compression of 
point cloud data. Traditional compression techniques struggle 
with the irregular distribution of point cloud data in space and 
time. This paper introduces an innovative context-guided algo⁃
rithm that slices point clouds and employs the travelling sales⁃
man algorithm to predict compression. Testing results empha⁃
size its robustness, presenting a feasible avenue for efficient 
3D point cloud compression (PCC).

The third paper titled “Lossy Point Cloud Attribute Com⁃
pression with Subnode-Based Prediction” shines light on the 
advances in 3D point cloud compression. With the Moving 
Picture Expert Group (MPEG) working towards a standard for 
PCC, the paper highlights the challenges in current attribute 
compression techniques. It introduces a subnode-based pre⁃
diction method, leveraging spatial relationships for improved 

七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七
七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七

七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七
七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七七 Guest Editors

DOI:10.12142/ZTECOM.202304001
Citation （Format 1）: SUN H F, LI G, CHEN S H, et al. Special topic on 3D 
point cloud processing and applications [J]. ZTE Communications, 2023, 
21(4): 1–2. DOI: 10.12142/ZTECOM.202304001
Citation （Format 2）: H. F. Sun, G. Li, S. H. Chen, et al., “Special topic on 
3D point cloud processing and applications,” ZTE Communications, vol. 
21, no. 4, pp. 1–2, Dec. 2023. doi: 10.12142/ZTECOM.202304001.

Guest Editorial >>>

SUN Huifang LI Ge CHEN Siheng LI Li GAO Wei

01



ZTE COMMUNICATIONS
December 2023 Vol. 21 No. 4

SUN Huifang, LI Ge, CHEN Siheng, LI Li, GAO Wei 

Special Topic   3D Point Cloud Processing and Applications

precision. Experimental results showcase its superior perfor⁃
mance over existing MPEG standards.

The fourth paper titled “Point Cloud Processing Methods 
for 3D Point Cloud Detection Tasks” revolves around the piv⁃
otal role of 3D point cloud processing in object detection. 
Given the complexity of data acquired from LiDAR sensors, 
the paper offers a review of point cloud processing methods 
and how they influence detection outcomes. The discussion 
underscores the evolution of voxelization and sampling strate⁃
gies, emphasizing their implications for feature extraction and 
final detection performance.

The fifth paper titled “Perceptual Optimization for Point-
Based Point Cloud Rendering” delves into the challenges in 
point-based rendering for point clouds. The established 
method of determining rendering radius using neighboring 
points' distances is problematic. The paper introduces an out⁃
lier detection mechanism that optimizes the perceptual quality 
of rendering, using local and global geometric features to de⁃
tect outliers. Results confirm the significant improvements in 
rendering quality with this approach.

The sixth paper titled “Local Scenario Perception and Web 
AR Navigation” explores the exciting convergence of web 
technologies and augmented reality (Web AR). As Web AR 
grapples with computational demands, the paper introduces 
an indoor navigation system based on local point cloud map 
positioning. This novel approach minimizes the need for exter⁃
nal sensors, highlighting a promising avenue for precise and 
widespread application of Web AR navigation.

To conclude, this special issue aims to be an indispensable 
guide for researchers, industry experts, and students delving 
into 3D point cloud processing and its varied applications. We 
anticipate that the content will spur more research and ad⁃
vancements, shaping the future trajectory of digital spatial 
data analysis. Our deepest gratitude extends to all the authors, 
reviewers, and editorial staff for their invaluable contributions 
that have made this issue a success. We earnestly hope that 
the articles in this special issue offer both clarity and insight 
to all readers in this emerging domain.
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Abstract: A point cloud is considered a promising 3D representation that has achieved wide applications in several fields. However, quality 
degradation inevitably occurs during its acquisition and generation, communication and transmission, and rendering and display. Therefore, 
how to accurately perceive the visual quality of point clouds is a meaningful topic. In this survey, we first introduce the point cloud to empha⁃
size the importance of point cloud quality assessment (PCQA). A review of subjective PCQA is followed, including common point cloud distor⁃
tions, subjective experimental setups and subjective databases. Then we review and compare objective PCQA methods in terms of model-
based and projection-based. Finally, we provide evaluation criteria for objective PCQA methods and compare the performances of various 
methods across multiple databases. This survey provides an overview of classical methods and recent advances in PCQA.
Keywords: point cloud quality assessment; PCQA databases; subjective quality assessment; objective quality assessment
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1 Introduction

In recent years, three-dimensional (3D) data have gar⁃
nered increasing attention due to its indispensable role in 
various applications, ranging from computer graphics and 
computer-aided design to autonomous navigation, aug⁃

mented reality, and environmental modeling. Point clouds, as 
one of the fundamental representations of 3D data, have 
emerged as a prominent data structure capable of capturing 
the spatial information of objects and scenes with unparalleled 
fidelity. A point cloud is a collection of points in a 3D coordi⁃
nate system, where each point represents a precise location in 
space, often obtained through laser scanning, photogrammetry, 
or other 3D sensing techniques. Previous research[1–3] has 
demonstrated the inestimable value of such data-rich struc⁃
tures in generating accurate 3D models, facilitating object rec⁃
ognition, and enabling realistic visual simulations.

While the adoption of point clouds has led to groundbreaking 
advancements in numerous fields, ensuring the quality and fi⁃
delity of these data representations poses significant challenges. 
As shown in Fig. 1, point clouds are not immune to quality deg⁃
radation, particularly during the process of generation and trans⁃
mission. The transfer of point clouds across networks, storage 
systems, or different software applications can introduce various 
forms of distortion, noise, and loss of information, which may 

substantially impact the utility and accuracy of the 3D models 
they represent. Therefore, point cloud quality assessment 
(PCQA) is of great importance in the research and development 
process. The need to assess the fidelity, integrity, and reliability 
of point clouds is becoming increasingly evident to preserve the 
quality of 3D data in practical applications. The availability of 
high-quality point clouds is fundamental to the success of down⁃
stream tasks (e. g., 3D reconstruction, object recognition, and 
analysis), as well as to the overall efficiency and robustness of 
various 3D-based systems.

Based on these considerations, this paper aims to provide 
insights into how point cloud quality can be comprehensively 
assessed. By carefully reviewing and summarizing existing 
methods and research results, we provide an overview of the 
current developments in the field of PCQA. In addition, this 

▲Figure 1. Illustration of how distortions are generated in point clouds
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paper aims to promote the continuous progress and practical 
application of point cloud technology. A deeper understanding 
of point cloud quality assessment can pave the way for im⁃
proved 3D data utilization in various industries and open up 
new possibilities in the fields of design, analytics, and immer⁃
sive experiences.
2 Subjective Point Cloud Quality Assessment

This chapter delves into the assessment of human percep⁃
tion of point clouds with the aim of understanding how users 
subjectively perceive the quality of these 3D data representa⁃
tions. The chapter begins by describing various common 
types of point cloud distortion that may affect human percep⁃
tion. By shedding light on these distortions, the chapter high⁃
lights the importance of addressing these issues to improve 
the overall quality of point cloud visualization and ensure a 
more accurate user experience. An introduction to existing 
point cloud databases follows the discussion of point cloud 
distortion. This section focuses on databases curated specifi⁃
cally for subjective quality assessment purposes. The signifi⁃
cance of such databases lies in their ability to provide re⁃
searchers with carefully controlled test cases that allow for 
the systematic study of human perception at different levels 
of distortion.
2.1 Common Types of Distortion in Point Clouds

As the point cloud distortion modeled in LS-PCQA[4] (a 
large-scale PCQA dataset) by LIU et al., point clouds are not 
only subjected to various degrees of noise, compression, and 
sampling, but even localized distortions such as loss, rotation, 
and Audio Video Coding Standard (AVS) during the actual 
generation and communication transmission process. We se⁃
lect four most common types of point cloud distortion to intro⁃
duce, including color noise, geometric noise, downsampling 

and point cloud compression. The visual effects of the various 
distortions are shown in Fig. 2.

1) Color noise. Point cloud color noise is defined as un⁃
wanted variations and inaccuracies in the color information as⁃
sociated with individual points in a 3D point cloud. When ac⁃
quiring point cloud data from various sources such as 3D scan⁃
ners and LiDAR systems, color information is typically cap⁃
tured along with the 3D coordinates of each point. However, 
due to factors such as sensor noise, lighting conditions, and 
calibration errors, the color values assigned to the points may 
deviate from the true color of the corresponding object or sur⁃
face in the real world. This may result in an inconsistent vi⁃
sual appearance of the point cloud and affect subsequent ap⁃
plications that rely on accurate color information.

2) Geometry noise. Point cloud geometry noise is the inher⁃
ent irregularities and inaccuracies in the spatial coordinates of 
individual points in a 3D point cloud. These inaccuracies can 
arise from a variety of causes, including sensor limitations, 
measurement errors, calibration issues and occlusions during 
data acquisition. As a result, the point cloud may contain 
shifted or misaligned points, resulting in reduced geometric 
accuracy and fidelity. Geometry noise can adversely affect the 
quality of the 3D model derived from the point cloud as well 
as subsequent tasks.

3) Downsampling. Point cloud downsampling is a key tech⁃
nique used to reduce the data size of 3D point clouds while 
preserving the underlying structural and spatial information. 
Large-scale point clouds acquired from 3D scanning or Li⁃
DAR systems may contain millions or billions of points, and 
processing and storing these points require extensive computa⁃
tion. Downsampling involves the systematic removal of a sub⁃
set of points from the original data, thereby effectively simpli⁃
fying its representation without significantly affecting its over⁃
all shape and characteristics. However, downsampling also 

▲ Figure 2. Visualization of common point cloud distortions. The first row shows the reference point clouds and the second row from left to right 
shows the distortion effects of color noise, geometric noise, downsampling, geometry-based point cloud compression (GPCC) and video-based point 
cloud compression (VPCC), respectively. The selected point clouds shown are derived from existing databases[5–6] or related research[7]
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poses challenges, as indiscriminate removal of points might 
compromise fine details and key features, which could affect 
downstream applications like object recognition or surface re⁃
construction.

4) Compression. Point cloud compression is a vital area of 
research that aims to reduce the storage and transmission re⁃
quirements of 3D point cloud data while preserving its essen⁃
tial geometric and semantic properties. One prominent ap⁃
proach to point cloud compression is the development of the 
video-based point cloud compression (VPCC) standard, which 
leverages the coding efficiency of video compression tech⁃
niques adapted to the point cloud domain. VPCC efficiently 
represents point clouds by exploiting temporal redundancies 
and inter-frame dependencies, enabling high compression ra⁃
tios while maintaining visual quality and accuracy. Another 
significant advancement in point cloud compression is the 
geometry-based point cloud compression (GPCC) standard. 
GPCC focuses on the efficient compression of point cloud ge⁃
ometry, utilizing various techniques like octree-based coding, 
predictive coding, and attribute coding. By considering the 
geometric properties of point clouds, GPCC achieves superior 
compression performance while facilitating fast and reliable 
decompression for real-time applications. VPCC and GPCC 
play a key role in optimizing the storage and delivery of mas⁃
sive point cloud databases, making them more accessible and 
usable in a variety of applications such as virtual reality, aug⁃
mented reality, and cloud-based services. However, at the 
same time, point cloud compression inevitably leads to degra⁃
dation of point cloud quality.
2.2 Common Subjective Experimental Setups

Presenting point cloud content is essential to harness the 
valuable information it contains. As a versatile data format, 
point clouds can be visualized using various methods. Tradi⁃
tional 2D monitors allow for a flat, easily accessible represen⁃
tation of point clouds, enabling researchers and users to ex⁃
plore the data from different angles. On the other hand, 3D 
monitors provide a more immersive experience, allowing a 
deeper understanding of the spatial relationships among the 
points. Furthermore, head-mounted devices (HMDs), such as 
virtual reality (VR) headsets, take the presentation of point 
clouds to another level, offering an unparalleled sense of pres⁃
ence and interaction with the 3D data. The summary of exist⁃
ing point cloud subjective evaluation works is presented in 
Table 1, with significant differences in interaction methods, 
viewing displays, scoring methods, and more. There are three 
prevalent scoring methodologies employed in the assessment 
of perceptual quality: the Double-Stimulus Impairment Scale 
(DSIS), Absolute Category Rating (ACR), and Pairwise Com⁃
parison (PWC). In DSIS, evaluators are presented with a refer⁃
ence point cloud and a distorted point cloud, with the task of 
rating the quality of the distorted point cloud. Conversely, in 
ACR, evaluators are tasked with categorizing each distorted 

point cloud into predefined quality categories, such as “excel⁃
lent,” “good,” “fair,” or “poor.” In the case of PWC, evalua⁃
tors are presented with pairs of distorted point clouds and are 
required to indicate which of the two exhibits superior quality. 

▼ Table 1. Summary of the experimental setups for subjective cloud 
quality assessment

Related Work
Work of ALEXIOU et al.[14]

Work of ALEXIOU and EBRAHIMI[13]

Work of JAVAHERI et al.[12]

Work of JAVAHERI et al.[27]

Work of JAVAHERI et al.[15]

Work of DA SILVA CRUZ et al.[16]

Work of SU et al.[18]

IRPC[19]

WPC[5]

SJTU-PCQA[6]

VsenseVVDB2[20]

Work of CAO et al.[21]

Work of ALEXIOU and EBRAHIMI[8]

VsenseVVDB[17]

Work of ZHANG et al.[37]

Work of ALEXIOU et al.[25]

Work of ALEXIOU et al.[22]

LS-PCQA[4]

Work of TORLIG et al.[10]

M-PCCD[11]

Work of ALEXIOU et al.[23]

Work of ALEXIOU et al.[24]

Work of VIOLA et al.[26]

NBU-PCD 1.0[28]

ICIP2020[31]

RG-PCD[30]

Work of ALEXIOU et al.[29]

Work of NEHMÉ et al.[9]

PointXR[35]

SIAT-PCQD[36]

Work of SUBRAMANYAM et al.[34]

Work of JESÚS GUTIÉRREZ et al.[38]

Display
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor
2D monitor

2D/3D monitor
2D/3D monitor

AR
HMD
HMD
HMD
HMD
HMD

Interaction
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
√
√
√
√
√
√
√
-

-

×
×
√
×
√
√
√
√

Methodology
DSIS
DSIS
DSIS
DSIS
DSIS
DSIS
DSIS
DSIS
DSIS
ACR
ACR
ACR

DSIS, ACR
DSIS, PWC

-

DSIS
DSIS
DSIS
DSIS
DSIS

DSIS, ACR
DSIS, ACR

DSIS
-

DSIS
DSIS
DSIS

DSIS, ACR
DSIS
DSIS
ACR
ACR

ACR: Absolute Category Rating 
AR: augmented reality 
DSIS: Double-Stimulus Impairment Scale 
HMD: Head-Mounted Display 
ICIP2020: A point cloud quality assess⁃
ment dataset proposed in IEEE Internation⁃
al Conference on Image Processing 2020 
IRPC: IST (Instituto Superior Téchico) 
Render Point Cloud Quality Assessment 
LS-PCQA: Large Scale Point Cloud Quali⁃
ty Assessment Dataset 
M-PCCD: MPEG Point Cloud Compres⁃
sion Dataset 
NBU-PCD: Ningbo University Point Cloud 
Dataset 

PointXR: A Point cloud quality assessment 
dataset developed by PointXR toolbox 
PWC: Pairwise Comparison 
RG-PCD: Reconstructed Geometry Point 
Cloud Dataset 
SIAT-PCQD: Shenzhen Institute of Ad⁃
vanced Technology Point Cloud Quality 
Dataset 
SJTU-PCQA: Shanghai Jiao Tong Univer⁃
sity Point Cloud Quality Assessment Data⁃
set Vsense
VVDB: Vsense Volumetric Video Quality 
Databases 
WPC: Waterloo Point Cloud Dataset
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ALEXIOU et al. compared the DSIS and ACR methods in Ref. 
[8]. They found the phenomenon that the DSIS and ACR meth⁃
ods are statistically equivalent, but there are slight differences 
in the assessment results for different types of distortion. They 
also found that subjects prefer the DSIS evaluation method. 
Meanwhile, NEHMÉ et al. [9] extended this study to VR envi⁃
ronments, finding that DSIS is more accurate than ACR, espe⁃
cially in terms of color distortion. Their conclusions are highly 
consistent with the observation in Table 1 that DSIS is more 
commonly used than ACR and PWC methods. In addition, by 
observing Table 1, we find that many current subjective evalu⁃
ations[4–6, 8, 10–28] are conducted through a 2D monitor, but with 
the continuous development of display technology and AR/VR 
technology, emerging display technologies are gradually being 
applied to subjective experiments. ALEXIOU et al. [29] used 
augmented reality HMDs for the first time in point cloud qual⁃
ity assessment work. Additionally, 3D monitors were used in 
the work of ALEXIOU et al. [30–31] and ICIP2020 for point 
cloud subjective evaluation. Although existing studies[32–33] 
have pointed out that 3D display technology is more likely to 
cause adverse side effects (including dizziness, nausea, disori⁃
entation, etc.), we cannot deny that the immersive experience 
and rich visual information provided by 3D display technology 
are incomparable to a 2D monitor. Another way to enhance the 
audience’s experience is to introduce interaction. This inter⁃
action can freely adjust the viewing angle with a mouse on a 
2D monitor[4, 11], or it can freely move around and observe 
point clouds in an AR/VR environment through HMD de⁃
vices[34–36]. LIU et al. [5] believe that introducing interaction 
and passive observation of point clouds by the audience are 
equally effective in subjective tests, but the latter method has 
a slight advantage in terms of repeatability. In conclusion, the 
optimal subjective testing setup for point clouds is still an un⁃
resolved issue, and in most cases, the appropriate experimen⁃
tal setup is chosen based on the actual situation. Therefore, 
further exploration in this area is needed.
2.3 Related Subjective Databases

The successive establishment of various databases has 
played a pivotal role in advancing the field of point cloud qual⁃
ity assessment. As early as the last century, Stanford Univer⁃
sity established a 3D scanning database[39], which is still used 
in current PCQA research[8, 29–30]. However, the deficiencies of 
this database have emerged with the gradual deepening of re⁃
lated PCQA research. Firstly, the point cloud content covered 
in Stanford’s 3D scanning library is not diverse enough. As a 
result, the Motion Picture Experts Group (MPEG) and the 
Joint Photographic Experts Group (JPEG) proposed the MPEG 
point cloud database[40] and the JPEG Pleno database[41] re⁃
spectively, using cultural relics, daily necessities, and human 
figures as the subjects of point cloud quality research. The 
point clouds covered in these databases have been continued 
in many later databases[6, 8, 11, 17, 19–20, 28–31, 35–36, 42]. In the data⁃

bases established afterward, the content and objects repre⁃
sented by point clouds became more and more abundant, 
which provides convenience for the development of related re⁃
search on PCQA.

In recent years, DA SILVA CRUZ et al.[16] and AK et al.[43] 
have chosen not only the common point cloud representations 
of humans and animals and inanimate objects during the pro⁃
cess of conducting subjective experiments but also included 
architecture and landscapes. The former introduced eight 
original point clouds in the experiment to explore the subjec⁃
tive evaluation methods of point clouds, while the latter estab⁃
lished the BASICS database[43] around 75 original point clouds 
and conducted research on objective evaluation methods. Fur⁃
thermore, because most of the point clouds in the database[39] 
are colorless, after ALEXIOU et al. [8, 13–14, 30] and JAVAHERI 
et al.[12] established the initial workflow of subjective colorless 
point cloud evaluation, colored point clouds attracted a wide 
range of research interest due to their richer visual informa⁃
tion, becoming mainstream in PCQA. Since then, various col⁃
ored point cloud databases have been pro⁃
posed[4–6, 11, 17, 20, 28, 31, 35, 36, 42–45] and in-depth research on sub⁃
jective evaluation has been conducted. ZERMAN et al. [17, 20] 
established a series of V-SENSE Volumetric Video Quality 
Databases (vsenseVVDB) , and through Unity rendering of vol⁃
ume video of point clouds, they conducted subjective assess⁃
ments of colored point clouds, finding that texture distortion is 
more likely to affect point cloud quality than geometric distor⁃
tion. They also compared the quality of mesh and point cloud, 
two common types of 3D data representation, during limited 
bitrate transmission. The results showed that the mesh had 
higher quality in high bitrate transmission, and point clouds 
had the opposite conclusion. ALEXIOU et al. [35] also used 
Unity to develop the PointXR toolbox, but assessed the quality 
of colored point cloud content through virtual reality technol⁃
ogy, enhancing the interactivity of the evaluation process. By 
analyzing participant interaction patterns, the authors found 
that, under six degrees-of-freedom (6DoF) observation, partici⁃
pants preferred close-up frontal observation. Real-world appli⁃
cations often require databases to more realistically simulate 
the possible distortion effects of point clouds in the communi⁃
cation process of collection, storage, compression, transmis⁃
sion, rendering, and display, but the database[39] can no longer 
meet these requirements.

In the process of establishing later databases, SU et al. [18] 
applied downsampling, Gaussian noise, and three advanced 
point cloud compression algorithms to create distorted point 
clouds. They clarified the types of point cloud distortions from 
both geometric and texture perspectives. Geometric distortions 
include hollows, geometric noise, holes, shape distortions, col⁃
lapses, gaps, and blurring, while texture distortions include 
texture noise, blocks, blurring, and bleeding. After the MPEG 
committee standardized the advanced point cloud encoder, the 
two advanced point cloud codecs, GPCC and VPCC, received 
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more attention in subjective PCQA research. JAVAHERI et 
al. established the IRPC database, studying the impact of 
three different encoding methods and three rendering solu⁃
tions on the visual perceptual quality of point clouds[19]. Addi⁃
tionally, the authors creatively evaluated the performance of 
the encoding scheme proposed by MPEG. PERRY et al. con⁃
firmed that VPCC’s compression performance on static con⁃
tent is superior to GPCC through subjective point cloud qual⁃
ity assessment experiments conducted in four independent 
labs against the established ICIP2020 database[31]. In the data⁃
bases established in recent years, the types of distortions are 
more standardized and comprehensive. The WPC database es⁃
tablished by LIU et al. covers Gaussian noise, downsampling, 
GPCC, and VPCC[5]. YANG et al. established the SJTU-
PCQA[6], which simulates distortions during the communica⁃
tion process, including octree-based compression, color noise, 
geometric noise, and scaling enhancement.

To more intuitively and clearly exhibit the development of 
point cloud subjective databases, we have listed the information 
of some databases in recent years in Table 2. From Table 2, we 
can surmise that subjective PCQA databases are striving to de⁃
velop in the direction of larger scale, more comprehensive dis⁃
tortions, and more realistic and richer point cloud models.

3 Objective Point Cloud Quality Assessment
Although subjective quality evaluation is considered to be 

the test method that best matches the visual perception of the 
human eye, conducting subjective experiments often costs a 
great deal of labor and time. Therefore, objective point cloud 
quality evaluation has emerged as a promising alternative to 
alleviate the drawbacks of subjective evaluations. Some objec⁃
tive point cloud quality evaluation methods are listed in Table 
3. As with traditional image or video quality assessment, de⁃
fined from the perspective of the amount of reference informa⁃
tion, objective PCQA methods can be categorized into full-
reference (FR), reduced-reference (RR), and no-reference 
(NR) assessment methods. Within this classification, FR 
PCQA methods are distinguished by their utilization of com⁃
plete reference point clouds during the assessment of distorted 
point clouds. Conversely, NR PCQA methods rely exclusively 
on the distorted point clouds for quality evaluation, without ac⁃
cess to the reference point clouds. The RR PCQA methods 
possess the capability to employ a subset of feature informa⁃
tion extracted from the reference point clouds as reference. 
Subsequently, they conduct a comparative and analytical 
evaluation of the distorted point clouds, culminating in the 
derivation of quality assessment outcomes. As defined by the 
feature extraction method, the objective PCQA methods can 

▼Table 2. An overview of subjective PCQA databases
Database

G-PCD[8, 29]

RG-PCD[30]

VsenseVVDB[17]

M-PCCD[11]

IRPC[19]

ICIP2020[31]

PointXR[35]

NBU-PCD 1.0[28]

VsenseVVDB2[20]

SJTU-PCQA[6]

SIAT-PCQD[36]

CPCD 2.0[42]

WPC[5]

WPC2.0[44]

WPC3.0[45]

LS-PCQA[4]

BASICS[43]

Year
2017
2018
2019
2019
2020
2020
2020
2020
2020
2020
2021
2021
2021
2021
2022
2023
2023

Attribute
Colorless
Colorless
Colored
Colored

Colorless & Colored
Colored
Colored
Colored
Colored
Colored
Colored
Colored
Colored
Colored
Colored
Colored
Colored

Models
40
24
32

244
54 & 54

90
100
160
164
420
340
360
740
400
350

1 080
1 494

Distortion Type
Octree, Gaussian noise

Octree
VPCC

GPCC, VPCC
GPCC, VPCC
GPCC, VPCC

GPCC
Octree

Draco+JPEG, GPCC, VPCC
Octree, downsampling, color and geometry noise

VPCC
GPCC, VPCC, Gaussian noise

Gaussian noise, downsampling, GPCC, VPCC
VPCC
VPCC

Color and geometry noise, downsampling, GPCC, VPCC, etc.
VPCC, GPCC, GeoCNN[46]

BASICS: Broad Quality Assessment of Static Point Clouds in Compression Scenarios 
CPCD: Color Point Cloud Dataset with GPCC/VPCC Coding and Gaussian Noise Distortions 
GeoCNN: Geometry-Based Point Cloud Convolutional Neural Network 
GPCC: Geometry-Based Point Cloud Compression
G-PCD: Geometry Point Cloud Database 
ICIP2020: A point cloud quality assessment dataset proposed in IEEE International Con⁃
ference on Image Processing 2020 
IRPC: IST (Instituto Superior Téchico) Render Point Cloud Quality Assessment 
JPEG: Joint Photographic Experts Group 
LS-PCQA: Large Scale Point Cloud Quality Assessment Dataset 

M-PCCD: MPEG Point Cloud Compression Dataset 
NBU-PCD: Ningbo University Point Cloud Dataset 
PointXR: A point cloud quality assessment dataset developed by PointXR toolbox 
RG-PCD: Reconstructed Geometry Point Cloud Dataset 
SIAT-PCQD: Shenzhen Institute of Advanced Technology Point Cloud Quality Dataset 
SJTU-PCQA: Shanghai Jiao Tong University Point Cloud Quality Assessment Dataset 
VsenseVVDB: Vsense Volumetric Video Quality Databases 
VPCC: Video-based Point Cloud Compression 
WPC: Waterloo Point Cloud Dataset
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be further categorized into two main groups: model-based 
methods[4, 23, 26–28, 42, 47–64] and projection-based meth⁃
ods[6, 10–11, 18, 25, 36, 65–67].
3.1 Model-Based Methods

In the early stage of research on objective point cloud qual⁃
ity assessment, most of the research started from the perspec⁃
tive of the 3D model of the point cloud. Fig. 3 illustrates the 
general framework of the model-based methods. Specifically, 
methods such as p2point[68], p2plane[47, 49] p2mesh[69] and 
plane2plane[23] give quality scores by calculating the distance 
between discrete points as a similarity metric. Differently, 
p2point[68] uses the Euclidean distance between points as a 
similarity measure, p2plane[47, 49] calculates the projection er⁃
ror of related points along the discovery direction, while 
plane2plane[23] evaluates the quality of point clouds through 
the angle similarity of the tangent plane. Later, JAVAHERIE 
et al. introduced more distance measures into objective 
PCQA, including Peak-Signal-to-Noise Ratio (PSNR)[27], Gen⁃
eralized Hausdorff Distance[51] and Mahalanobis Distance[54], 
to effectively measure the correspondence between points and 
distributions. MEYNET et al.[50] extended the Mesh Structural 
Distortion Measure (MSDM) [86–87] metric method in Mesh to 
the point cloud field, and designed PC-MSDM based on local 
curvature statistics. However, these works still stay in the mea⁃
surement of geometric features of point clouds and ignore the 

▼Table 3. Summary of objective cloud quality assessment methods

Method
p2point[68]

p2plane[47, 49]

p2mesh[69]

Plane to plane[23]

PointSSIM[52]

GraphSIM[55]

MS-GraphSIM[63]

PCQM[53]

PC-MSDM[50]

Proposed by VIOLA et al.[26]

VQA-CPC[28]

CPC-GSCT[42]

Proposed by JAVAHERI et al.[27]

Proposed by JAVAHERI et al.[51]

Proposed by DINIZ et al.[56]

Proposed by DINIZ et al.[57]

Proposed by DINIZ et al.[58]

Proposed by DINIZ et al.[59]

Proposed by DINIZ et al.[60]

EPES[62]

PSNRyuv
[10]

Proposed by WU et al.[36]

Proposed by HE et al.[65]

PB-PCQA[6]

TGP-PCQA[70]

Proposed by TU et al.[71]

PCMRR[72]

R-PCQA[73]

RR-CAP[74]

3D-NSS[64]

StreamPCQ[75]

Proposed by ZHOU et al.[76]

ResSCNN[4]

PKT-PCQA[77]

Proposed by TU et al.[78]

GPA-Net[79]

PQA-Net[67]

GMS-3DQA[80]

D3-PCQA[81]

PM-BVQA[66]

IT-PCQA[82]

3D-CNN-PCQA[83]

VQA-PC[84]

BQE-CVP[61]

MM-PCQA[85]

Reference 
Type
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
FR
RR
RR
RR
NR
NR
NR
NR
NR
NR
NR
NR
NR
NR
NR
NR
NR
NR
NR
NR

Feature 
Extraction

Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based
Model-based

Projection-based
Projection-based
Projection-based
Projection-based
Projection-based

Model & projection
Model-based
Model-based

Projection-based
Model-based
Model-based
Model-based
Model-based
Model-based

Projection-based
Projection-based
Projection-based
Projection-based
Projection-based
Projection-based
Projection-based
Projection-based
Projection-based

Model & projection
Model & projection

Handcrafted/
Deep Learning
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted
Handcrafted

Deep learning
Deep learning
Deep learning
Deep learning
Deep learning
Deep learning
Deep learning
Deep learning
Deep learning
Deep learning
Deep learning
Handcrafted

Deep learning
CAP: content-oriented saliency projection3D-CNN-PCQA: 3 Dimension Convolution⁃al Neural Network Point Cloud Quality As⁃sessment 3D-NSS: 3 Dimension Natural Scene Sta⁃tistics 

BQE-CVP: Blind quality evaluator for colored point cloud based on visual per⁃ception CPC-GSCT: A quality assessment metric for colored point cloud based on geometric segmentation and color transformation 

D3-PCQA: Point cloud quality assessment via domain-relevance degradation description EPES: Point cloud quality modeling using elastic potential energy similarity FR: full-reference assessment 
GMS-3DQA: Projection-based grid mini-path sampling for 3D model quality assessment GPA: Graph Convolutional Point Cloud As⁃sessment GraphSIM: Graph Similarity IT-PCQA: Image Transferred Point Cloud Quality Assessment MM-PCQA: Multi-Modal Point Cloud Qual⁃ity Assessment MS-GraphSIM: Multi-Scale Graph Similarity NR: no-reference assessment 
p2mesh: Point to Mesh p2plane: Point to Plane p2point: Point to Point PB-PCQA: Projection-Based Point Cloud Quality Assessment PCMRR: A reduced reference metric for visual quality evaluation of point cloud content PC-MSDM: Point Cloud-Mesh Structural 

Distortion MeasurePCQM: Point Cloud Quality Metric PKT-PCQA: Progressive knowledge trans⁃fer based on human visual perception mech⁃anism for point cloud quality assessment PM-BVQA: Point cloud projection and multi-scale feature fusion network based blind visual quality assessment PointSSIM: Point Cloud Structure Similari⁃ty Index Measure PQA: Point Cloud Quality PSNRyuv: Peak Signal-to-Noise Ratio in Yuv ResSCNN: Residual Sparse Convolutional Neural Network R-PCQA: Reduced Reference Point Cloud Quality Assessment RR: reduced-reference assessment PCQ: an overall bitstream-based point cloud quality assessment VQA-CPC: Visual quality assessment met⁃ric of color point clouds VQA-PC: Dealing with point cloud quality assessment tasks via using video quality assessment

▲Figure 3. General framework of model-based point cloud quality as⁃
sessment (PCQA) methods. Dashed lines indicate different amounts of 
reference information in full-reference (FR), reduced-reference (RR), 
and no-reference (NR) methods

Distorted
point cloud
Reference
point cloud

Prepro⁃cessing Featureextraction Featurefusion Pooling Quality
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rich color information that point clouds have.
In the PCQA standards collected by MPEG, in addition to 

p2point[68] and p2plane[47, 49], there is also PSNRyuv[10] that can 
perceive the texture distortion of colored point clouds. Since 
this method is based on the expansion of PSNR, it inevitably 
possesses the limitations of PSNR itself[88–89]. Therefore, 
ALEXIOU et al. [52] considered extending Structural Similarity 
(SSIM) [88]. They focused on studying four factors: geometry, 
normal vector, curvature, and color, and proposed PointSSIM. 
Meanwhile, MEYNET et al. [53] explored four factors in Point 
Cloud Quality Metric (PCQM), namely, curvature, brightness, 
chroma, and hue. These factors are combined by using opti⁃
mal linear weighting. Furthermore, DINIZ et al. further ex⁃
plored  point cloud color perception and proposed statistical 
variants of local binary patterns (LBP) [56–57], perceived color 
distance patterns (PCDP) [58], and local luminance patterns 
(LLP) [59], achieving excellent performance on multiple data⁃
bases. Besides, they combined geometric and color statistical 
information to propose a low-complexity BitDance[60] algo⁃
rithm. These methods combine the geometric and color infor⁃
mation of point clouds and promote the development of objec⁃
tive quality assessment of colored point clouds to a certain ex⁃
tent. However, whether the underlying principles of these 
methods are in line with the human visual system still needs 
to be further verified. YANG et al. [55] proposed GraphSIM 
based on the fact that the human visual system is more sensi⁃
tive to high-frequency signals, integrating local graph similar⁃
ity features and color gradients. ZHANG et al. [63] improved 
GraphSIM with consideration to the multi-scale characteristic 
of human visual perception and proposed MS-GraphSIM. We 
can see that many current works are paying more attention to 
the perception mechanism of the human visual system itself. 
On the other hand, we also see XU et al.[62] combining the con⁃
cept of elastic potential energy similarity, interpreting point 
cloud distortion as the work done by external forces on the ref⁃
erence point cloud, and creatively combining relevant knowl⁃
edge in the physical field with visual perception. Whether the 
rich research results in other fields can guide objective point 
cloud quality assessment is a topic worthy of attention and in-
depth exploration.

The above methods all involve reference point clouds when 
evaluating point cloud quality, and in many practical cases, 
we cannot obtain all the reference point clouds or there are no 
point clouds for reference at all. Therefore, related research on 
RR and NR assessment methods is very necessary. Due to the 
lack of reference information, RR and NR 
objective PCQA methods are more chal⁃
lenging. A Reduced Reference Metric for 
Visual Quality Evaluation of Point Cloud 
Content (PCMRR) [72] and Reduced refer⁃
ence Point Cloud Quality Assessment (R-
PCQA) [73] are two commonly used model-
based RR PCQA methods. The former re⁃

duces references by extracting statistical features in the geom⁃
etry, color and normal vector domains, while the latter 
achieves reduced-reference by fitting the relationship between 
quantization steps and perceived quality. Feature extraction 
can be divided into two types. One is to manually extract the 
required features based on the model itself. For example, 
ZHOU et al. [76] combined human brain cognition to design a 
blind evaluation method using a structure-guided resampling 
(SGR) method, extracting three features: ensemble density, 
color naturalness, and angle consistency. ZHANG et al. [64] 
used 3D scene statistics (3D-NSS) and entropy to extract qual⁃
ity perception features, and finally used support vector regres⁃
sion (SVR) to get the quality score of the point cloud. SU et al.
[75] explored from the perspective of end-user Quality of Expe⁃
rience (QoE) and developed a bitstream-based no-reference 
method. Another type is to use deep learning to extract point 
cloud quality features. Typical methods include ResSCNN[4] 
and perceptual quality assessment of point clouds (PKT-
PCQA)[77]. The former is based on sparse convolutional neural 
networks and the latter is based on progressive knowledge 
transfer. Combined with Table 3, it is not difficult to find that 
existing works rarely extract quality features of point cloud 
models themselves through deep learning. One possible rea⁃
son is that point clouds, as a dense data structure, require a 
huge amount of space and cost in storage and calculation. 
Therefore, point clouds are not suitable for direct feature ex⁃
traction through deep learning.
3.2 Projection-Based Methods

As shown in Fig. 4, the projection-based method projects a 
3D point cloud and represents the quality of the entire point 
cloud by evaluating the quality of the projection. The method 
effectively circumvents the problems of storage space and 
computational overhead caused by the point cloud. Projection-
based methods can be used for full-reference objective point 
cloud quality evaluation[6, 36, 65], as well as reduced-reference[74] 
and no-reference quality evaluation methods[66–67, 78–84]. Re⁃
garding the setup of projection, ALEXIOU et al. conducted ex⁃
periments in Ref. [25]. The results show that when the projec⁃
tion exceeds six projection planes, the quality prediction per⁃
formance does not significantly improve. Based on these re⁃
sults, YANG et al. [6] first projected the reference point cloud 
and distorted point clouds onto six planes separately through 
perspective projection, and then extracted global and local fea⁃
tures of depth and color images through projection to evaluate 

▲ Figure 4. General framework of projection-based point cloud quality assessment (PCQA) 
methods. Dashed lines indicate different amounts of reference information in full-reference 
(FR), reduced-reference (RR), and no-reference (NR) methods
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point cloud quality. However, WU et al. [36] believe that this 
method causes inevitable occlusion and misalignment in the 
point cloud during the projection process. In addition, they be⁃
lieve that projections from different angles have different im⁃
pacts on visual perception. Therefore, they proposed a view-
based projection weighted model and a block-based projection 
model. ZHOU et al. [74] applied the projection method to 
reduced-reference point cloud quality evaluation. They simpli⁃
fied the reference point cloud and distorted point cloud 
through downsampling to obtain content-oriented saliency pro⁃
jection (RR-CAP), so that users do not need to obtain a large 
number of reference point clouds from the transmission end 
when evaluating point cloud quality. In contrast to model-
based objective quality evaluation, many no-reference quality 
evaluation methods based on projection extract features of the 
projection through deep learning. This is partly because the 
projection method converts three-dimensional point clouds 
into two-dimensional data for processing, reducing the compu⁃
tational complexity and making deep learning feasible in 
point cloud quality evaluation. On the other hand, due to the 
excellent performance of deep learning in many computer vi⁃
sion tasks, scholars unanimously acknowledge the outstand⁃
ing feature extraction capability of deep networks. The spe⁃
cific implementation methods include evaluating point 
clouds by projecting point clouds into images and using exist⁃
ing image quality evaluation methods[83–84, 90–97], and pro⁃
cessing point clouds rendered into videos from different 
angles by setting the orbit of virtual cameras. The former ex⁃
tracts temporal features from rendered point cloud videos us⁃
ing a modified ResNet3D[98], while the latter believes that 
temporal features are insufficient to describe the quality of 
point clouds, so it selects key frames from point cloud videos 
for spatial feature extraction using 2D-CNN and finally evalu⁃
ates point clouds combining temporal and spatial features. In 
addition, hot topics in the field of deep learning such as mul⁃
timodal learning[66], multitask learning[67, 79], dual-stream con⁃
volutional networks[78], graph convolutional networks[79], do⁃
main adaptation[82], and domain generalization[81] have also 
been applied in no-reference point cloud quality evaluation. 
By observing Table 3, we can find that Refs. [61] and [85] 
combine the two mainstream methods of model-based and 
projection-based to evaluate the quality of point clouds. Af⁃
ter analysis, we can conclude that although projection-based 
methods have significant advantages in efficiency and com⁃
putational quantity, they inherently observe three-
dimensional point clouds through two-dimensional virtual 
cameras, inevitably leading to the problem of incomplete in⁃
formation observation. Therefore, to alleviate the limitations 
of two-dimensional media, it is feasible and worth exploring 
to introduce model-based methods. However, at the same 
time, how to effectively weigh the computational overhead 
and evaluate the performance of the method is also a topic 
that needs to be addressed and explored in depth.

4 Evaluation of PCQA Models

4.1 Evaluation Protocol
The current point cloud quality evaluation methods gener⁃

ally follow the recommendations given by the Video Quality 
Expert Group (VQEG) [99] in the field of image quality assess⁃
ment (IQA). The evaluation is conducted from three aspects: 
prediction accuracy, monotonicity, and consistency. Typically, 
a five-parameter monotonic logistic function is used to calcu⁃
late the quality score:

p = β1(0.5 - 1
1 + eβ2( )o - β3 ) + β4 o + β5, (1)

where o and p represent the predicted scores and mapped 
scores, respectively. After nonlinear mapping, the perfor⁃
mance of the PCQA model can be measured using the follow⁃
ing four commonly used criteria: Spearman Rank-order Corre⁃
lation Coefficient (SRCC), Pearson Linear Correlation Coeffi⁃
cient (PLCC), Kendall Rank-order Correlation Coefficient 
(KRCC), and Root Mean Square Error (RMSE). Eq. 2 provides 
the calculation process of SRCC:

SRCC = 1 -
6 ∑

n = 1

N

d2
i

N ( )N 2 - 1  , (2)
where di represents the difference in rankings between the ob⁃
jective score and predicted score of the i-th point cloud, and N 
represents the total number of point clouds. SRCC is used to 
measure the monotonicity of visual quality prediction, with its 
value ranging from 0 to 1. The closer SRCC is to 1, the better 
the performance of the model is considered to be. Eq. 3 pro⁃
vides the calculation process of PLCC:

PLCC = ∑
i = 1

N

( )pi - p̄ ( )si - s̄

∑
i = 1

N

( )pi - p̄
2 ( )si - s̄

2
 , (3)

where si and pi indicate the objective score and predicted 
score of the i-th point cloud, and s̄ and p̄ stand for the average 
values for si and pi. PLCC is used to measure the linearity and 
consistency of visual quality prediction results, with its value 
ranging from 0 to 1. The closer PLCC is to 1, the better the 
performance of the model is considered to be. Eq. 4 provides 
the calculation process of KRCC:

KRCC = Nc - Nd0.5(N - 1)N  , (4)
where Nc and Nd represent the number of consistent pairs and 
discordant pairs. KRCC utilizes the concept of “paired” data 
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to determine the strength of the correlation coefficient. It can 
also be used to describe the monotonicity of visual quality pre⁃
diction, with its value ranging from 0 to 1. The closer KRCC is 
to 1, the better the performance of the model is considered to 
be. Eq. 5 provides the calculation process of RMSE:

RMSE = 1
N ∑

i = 1

N

( )pi - si

2
, (5)

where si and pi similarly represent the subjective score and the 
objective score after nonlinear mapping of the i-th point cloud. 
RMSE can be used to measure the accuracy of visual quality 
prediction. The lower the RMSE value, the better the perfor⁃
mance of the model is considered to be.
4.2 Performance Comparison

In this section, we summarize the performance of common 
PCQA methods. Since not all surveyed methods are publicly 
available, we did not include all of them in the evaluation. We 
selected four widely used PCQA databases: IRPC[19], 
CPCD2.0[42], SJTU-PCQA[6], and WPC[5], to test all participat⁃

ing evaluation methods. Specifically, we reported the SRCC, 
PLCC, KRCC and RMSE metrics for full-reference, reduced-
reference, and no-reference quality assessment methods in 
Tables 4 and 5. It is worth stating that this chapter also reports 
some commonly used image and video quality evaluation 
methods to provide a more comprehensive assessment of ob⁃
jective point cloud quality evaluation methods. This is be⁃
cause projection-based methods are essentially a dimensional⁃
ity reduction process, allowing 3D point clouds to be evalu⁃
ated by 2D image or video quality evaluation methods as well.

Combining Tables 4 and 5, we can see that most of the 
methods with optimal performance take into account the fea⁃
tures provided by the 3D model itself. This result proves that 
3D models do provide more effective quality features than 2D 
projections. On the other hand, we can also see that the cur⁃
rent projection-based methods represented by VQA-PC[84] 
have also achieved notable performance. One possible expla⁃
nation is that VQA-PC focuses on dynamic quality-aware in⁃
formation, and recording the point cloud as a video through 
four moving paths allows for more point cloud detail from dif⁃
ferent viewpoints, thus preserving as much of the point 

▼Table 4. Performance comparison of different PCQA methods on IRPC and CPCD2.0. For FR and NR methods, the best performance of each met⁃
ric is marked in bold and underlined bold respectively. The IQA and VQA methods are marked with * superscript

Reference

FR

NR

Type

Model-based

Projection-based

Model-based & Projection-based

Methods
p2pointHausdorff

[68]

p2pointMSE
[68]

p2planeHausdorff
[47, 49]

p2planeMSE
[47, 49]

ASMEAN
[23]

ASRMS
[23]

ASMSE
[23]

PC-MSDM[50]

PCQM[53]

CPC-GSCT[42]

PSNR*

SSIM*[88]

MS-SSIM*[100]

VIF*[101]

TGP-PCQA[70]

BQE-CVP[61]

IRPC
SRCC

0.212 5
0.328 1
0.254 1
0.256 4
0.112 3
0.118 8
0.118 8
0.151 9
0381 9
0.862 6

0.149 6
0.080 6
0.116 4
0.171 6
0.650 0
0.729 8

PLCC
0.238 8
0.335 7
0.392 5
0.429 6
0.156 9
0.145 2
0.153 6
0.272 9
0.561 1
0.870 6

0.347 1
0.238 5
0.328 0
0.094 9
0.800 5
0.726 5

KRCC
0.145 5
0.214 6
0.197 5
0.195 7
0.066 9
0.085 2
0.085 2
0.106 3
0.303 3
0.689 4

0.089 4
0.048 6
0.069 7
0.121 7
0.555 6
0.542 7

RMSE
0.960 1
0.931 3
0.908 9
0.892 8
0.976 4
0.978 2
0.990 2
0.951 5
0.818 4
0.482 9

0.927 2
0.960 1
0.934 0
0.984 2
0.491 4
0.658 6

CPCD2.0
SRCC

0.314 5
0.549 1
0.378 6
0.569 2
0.404 4
0.417 3
0.417 3
0.532 1
0.340 8
0.906 3
0.406 4
0.534 7
0.568 6
0.674 4
0.906 6

0.789 0

PLCC
0.348 2
0.678 4
0.406 1
0.691 4
0.437 6
0.446 4
0.447 2
0.625 4
0.481 3
0.904 9
0.418 3
0.564 7
0.621 2
0.698 5
0.909 4

0.795 0

KRCC
0.217 9
0.414 2
0.266 3
0.438 5
0.275 2
0.289 5
0.289 5
0.384 2
0.261 5
0.745 1
0.286 7
0.379 2
0.414 0
0.495 7
0.758 9

0.598 3

RMSE
1.099 5
0.861 7
1.071 8
0.847 4
1.054 6
1.049 6
1.049 1
0.915 2
1.028 1
0.502 7
1.065 4
0.968 0
0.919 2
0.839 4
0.489 2

0.721 8

AS: Angular Similarity 
BQE-CVP: Blind Quality Evaluator for Colored Point Cloud based on Visual Perception 
CPCD: Color Point Cloud Dataset with GPCC/VPCC Coding and Gaussian Noise Distortions 
CPC-GSCT: A quality assessment metric for colored point cloud based on geometric seg⁃
mentation and color transformation 
FR: Full Reference 
IQA: Image Quality Assessment 
IRPC: IST (Instituto Superior Téchico) Render Point Cloud Quality Assessment 
KRCC: Kendall Rank-order Correlation Coefficient MSE: Mean Square Error 
MS-SSIM: Multi-Scale Structure Similarity Index Measure 
NR: No Reference 
P2plane: Point to Plane 
P2point: Point to Point 

PC-MSDM: Point Cloud-Mesh Structural Distortion Measure 
PCQA: Point Cloud Quality Assessment 
PCQM: Point Cloud Quality Metric 
PLCC: Pearson Linear Correlation Coefficient 
PSNR: Peak Signal-to-Noise Ratio 
RMS: Root Mean Squared 
RMSE: Root Mean Square Error 
SRCC: Spearman Rank-order Correlation Coefficient 
SSIM: Structure Similarity Index Measure 
TGP-PCQA: Texture and Geometry Projection based Point Cloud Quality Assessment 
VIF: Visual Information Fidelity 
VQA: Video Quality Assessment
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cloud’s 3D features as possible. Moreover, 
among the FR methods, we notice that CPC-
GSCT[42] performs well on three datasets. We be⁃
lieve that CPC-GSCT can perceive the quality of 
point clouds in a more comprehensive way by 
taking into account the geometric properties and 
color features of point clouds from the perspec⁃
tive of the point cloud model. Besides, among the 
NR methods, MM-PCQA[85] stands out in terms of 
performance, which is a novel multimodal fusion 
method for PCQA. The excellent performance 
further demonstrates the feasibility of multimo⁃
dality in PCQA.
5 Conclusions

In this survey, we present a comprehensive 
and up-to-date review of PCQA. The paper be⁃
gins with an introduction to point clouds and 
their wide range of applications. Along with it, 
there is an increasing demand for point cloud 

▼ Table 5. Performance comparison of different PCQA methods on SJTU-PCQA and 
WPC. For FR, RR, and NR methods, the best performance of each metric is marked in 
bold, bold italics, and underlined bold (vacant metrics are not counted in the compari⁃
son) respectively. The IQA and VQA methods are marked with * superscript

Refer⁃
ence

FR

RR

NR

Type

Model-based

Projection-based

Model-based
Projection-based

Model-based

Projection-based

Model-based & 
projection-based

Method

p2pointHausdorff
[68]

p2pointMSE
[68]

p2planeHaus⁃
dorff

[47, 49]

p2planeMSE
[47, 49]

ASMEAN
[23]

ASRMS
[23]

ASMSE
[23]

PC-MSDM[50]

PCQM[53]

GraphSIM[55]

PointSSIM[52]

CPC-GSCT[42]

PSNRyuv
[10]

PSNR*

SSIM*[88]

MS-SSIM*[100]

VIF*[101]

PB-PCQA[6]

TGP-PCQA[70]

R-PCQA[73]

PCMRR[72]

RR-CAP[74]

3D-NSS[64]

BRISQUE*[91]

NIQE*[96]

IL-NIQE*[93]

VIIDEO*[102]

V-BLIINDS*[103]

TLVQM*[104]

VIDEVAL*[105]

VSFA*[106]

RAPIQUE*[107]

StairVQA*[108]

PQA-Net[67]

3D-CNN-PC⁃
QA[83]

ResSCNN[4]

IT-PCQA[82]

VQA-PC[84]

BQE-CVP[61]

MM-PCQA[85]

SJTU-PCQA
SRCC
0.43
0.40
0.46
0.49
0.51
0.52
0.52
0.32
0.74
0.84
0.68
0.89

-

0.65
0.55
0.72
0.74
0.60
0.83

-

0.48
0.75

0.71
0.20
0.22
0.08
0.05
0.68
0.52
0.60
0.72
0.44
0.79

-

0.83
0.81
0.63
0.85
0.89
0.91

PLCC
0.16
0.47
0.37
0.56
0.65
0.65
0.65
0.41
0.77
0.84
0.71
0.91

-

0.63
0.56
0.74
0.78
0.60
0.86

-

0.61
0.76

0.73
0.22
0.37
0.16
0.29
0.78
0.60
0.74
0.82
0.40
0.78

-

0.86
0.86
0.58
0.86
0.91
0.92

KRCC
0.30
0.28
0.33
0.35
0.36
0.37
0.37
0.21
0.56
0.64
0.49
0.71

-

0.47
0.39
0.52
0.54

-

0.65
-

0.33
0.55

0.51
0.11
0.15
0.05
0.04
0.48
0.34
0.42
0.54
0.34
0.55

-

0.60
-

-

0.65
0.73
0.78

RMSE
2.39
2.13
2.44
2.00
1.82
1.82
1.82
2.21
1.52
1.57
1.70
0.99

-

1.87
1.99
1.62
1.49
1.86
1.21

-

1.93
1.55

1.76
2.24
2.26
2.33
2.31
1.50
1.91
1.50
1.40
2.21
1.42

-

1.22
-

-

1.13
0.97
0.77

WPC
SRCC
0.27
0.45
0.28
0.32

-

-

-

-

0.74

0.58
0.45

-

0.44
0.42
0.38

-

-

-

-

0.88

0.30
0.71
0.64
0.37
0.38
0.09
0.07
0.46
0.03
0.37
0.63
0.27
0.72
0.69
0.75

-

0.54
0.79

-

0.83

PLCC
0.39
0.48
0.27
0.26

-

-

-

-

0.74

0.61
0.46

-

0.53
0.48
0.49

-

-

-

-

0.88

0.34
0.73
0.65
0.41
0.39
0.14
0.08
0.49
0.01
0.26
0.63
0.35
0.71
0.70
0.76

-

0.55
0.79

-

0.83

KRCC
0.19
0.31
0.16
0.22

-

-

-

-

0.56

0.41
0.32

-

0.31
0.30
0.32

-

-

-

-

-

0.20
0.52

0.44
0.24
0.25
0.08
0.05
0.30
0.20
0.36
0.46
0.20
0.52
0.51
0.56

-

0.61
-

0.64

RMSE
20.89
19.89
21.98
22.82

-

-

-

-

15.16

17.19
20.27

-

19.31
15.81
15.77

-

-

-

-

-

21.53
15.64

16.57
22.54
22.55
24.01
22.92
19.73
22.14
21.09
17.23
21.14
15.07
15.18
13.56

-

13.62
-

12.84

CAP: content-oriented saliency projection3D-CNN-PCQA: 3 Dimension Convolutional Neural 
Network Point Cloud Quality Assessment 
3D-NSS: 3 Dimension Natural Scene Statistics 

AS: Angular Similarity 
BQE-CVP: Blind Quality Evaluator for Colored Point 
Cloud Based on Visual Perception 
BRISQUE: Blind/Referenceless Image Spatial Quali⁃

ty Evaluator 
CPC-GSCT: A quality assessment 
metric for colored point cloud 
based on geometric segmentation 
and color transformation 
FR: full-reference assessment
GraphSIM: Graph Similarity 
IL-NIQE: Integrated Local Natu⁃
ral Image Quality Evaluator 
IQA: Image Quality Assessment 
IT-PCQA: Image Transferred 
Point Cloud Quality Assessment 
KRCC: Kendall Rank-order Cor⁃
relation Coefficient 
MM-PCQA: Multi-Modal Point 
Cloud Quality Assessment 
MSE: Mean Square Error 
MS-SSIM: Multi-Scale Structure 
Similarity Index Measure 
NIQE: Natural Image Quality 
Evaluator 
NR: no-reference assessment 
p2plane: Point to Plane 
p2point: Point to Point 
PB-PCQA: Projection-Based 
Point Cloud Quality Assessment 
PCMRR: A Reduced Reference 
Metric for Visual Quality Evalu⁃
ation of Point Cloud Content 
PC-MSDM: Point Cloud-Mesh 
Structural Distortion Measure 
PCQM: Point Cloud Quality 
Metric 
PLCC: Pearson Linear Correla⁃
tion Coefficient 
PointSSIM: Point Cloud Struc⁃
ture Similarity Index Measure 
PQA: Point Cloud Quality 
PSNR: Peak Signal-to-Noise Ratio 
RAPIQUE: Rapid and accurate 
video quality prediction of user 

generated content 
ResSCNN: Residual Sparse Con⁃
volutional Neural Network 
RMS: Root Mean Squared 
RMSE: Root Mean Square Error 
R-PCQA: Reduced reference 
Point Cloud Quality Assessment 
RR: reduced-reference assess⁃
ment
SJTU-PCQA: Shanghai Jiao 
Tong University Point Cloud 
Quality Assessment Dataset 
SRCC: Spearman Rank-order 
Correlation Coefficient 
SSIM: Structure Similarity In⁃
dex Measure 
StairVQA: Staircase Video Qual⁃
ity Assessment 
TGP-PCQA: Texture and Geom⁃
etry Projection Based Point 
Cloud Quality Assessment 
TLVQM: Two-Level Approach 
for Consumer Video Quality as⁃
sessment
V-BLIINDS: Blind prediction of 
natural video quality 
VIDEVAL: Video Quality Eval⁃
uator
VIF: Visual Information Fidelity 
VIIDEO: Video Intrinsic Integrity 
and Distortion Evaluation Oracle 
VQA: Video Quality Assess⁃
ment 
VQA-PC: Dealing with point 
cloud quality assessment tasks via 
using video quality assessment 
VSFA: a method for quality as⁃
sessment of in-the-wild videos 
WPC: Waterloo Point Cloud Da⁃
taset
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quality. Therefore, point cloud quality assessment has be⁃
come a topic of great interest. Then we review the subjective 
quality evaluation of point clouds from three aspects: com⁃
mon distortion types of point clouds, commonly used subjec⁃
tive experimental setups, and existing subjective datasets. 
However, conducting subjective experiments is costly. There⁃
fore, we further discusses objective point cloud quality evalu⁃
ation methods, including model-based and projection-based 
methods. To assess these objective methods, we provide the 
evaluation criteria and report the performance of multiple ap⁃
proaches on four datasets. Overall, point cloud quality evalua⁃
tion requires further research and exploration by relevant re⁃
searchers and practitioners in both subjective and objective 
methods.
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1 Introduction

With the improvement of multi-platform and multi-
resolution acquisition equipment performance, 
light detection and ranging (LiDAR) technology 
can efficiently simulate 3D objects or scenes with 

massive point sets. Compared with traditional multimedia 
data, point cloud data contain more physical measurement in⁃
formation which represents objects from free viewpoints, even 
scenes with complex topological structures. This results in  
strong interactive and immersive effects that provide users 
with a vivid and realistic visualization experience. Addition⁃
ally, point cloud data have stronger anti-noise ability and par⁃
allel processing capability, which seems to have gained attrac⁃
tion from the industry and academia, notably for application 
domains such as cultural heritage preservation, 3D immersive 
telepresence and automatic driving[1–2].

However, point cloud data usually contain millions to bil⁃
lions of points in spatial domains, bringing burdens and chal⁃

lenges to the storage space capacity and network transmis⁃
sion bandwidth. For instance, a common dynamic point 
cloud utilized for entertainment usually comprises roughly 
one million points per frame, which, at 30 frames per second, 
amounts to a total bandwidth of 3.6 Gbit/s if left uncom⁃
pressed[3]. Therefore, the research on high efficiency geom⁃
etry compression algorithms for point clouds has important 
theoretical and practical value.

Prior work tackled this problem by directly building grids 
or on-demand down-sampling, due to limitations in computer 
computing power and point cloud collection efficiency, which 
resulted in low spatio-temporal compression performance and 
loss of geometric attribute feature information. Recent studies 
were mainly based on computer graphics and digital signal 
processing techniques to implement block operations on point 
cloud data[4–5] or combined video coding technology[6–7] for 
optimization. In 2017, the Moving Picture Experts Group 
(MPEG) solicited proposals for point cloud compression and 
conducted subsequent discussions on how to compress this 
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type of data. With increasing approaches to point cloud com⁃
pression available and presented, two-point cloud data com⁃
pression frameworks—TMC13 and TMC2 were issued in 
2018. The research above shows remarkable progress has 
been made in the compression technology of point cloud. How⁃
ever, prior work mostly dealt with the spatial and temporal cor⁃
relation of point clouds separately but had not yet been ex⁃
ploited to their full potential in point cloud compression.

To address the aforementioned challenges, we introduce a 
spatio-temporal context-guided method for lossless point 
cloud geometry compression. We first divide point clouds into 
unit layers along the main axis. We then design a prediction 
mode via a travelling salesman algorithm, by adopting spatio-
temporal correlation. Finally, the residuals are written into bit⁃
streams with a utilized context-adaptive arithmetic encoder. 
Our main contributions are as follows.

1) We design a prediction mode applicable to both intra-
frame and inter-frame point cloud, via the extended travelling 
salesman problem (TSP). By leveraging both the spatial and 
temporal redundancies of point clouds, the geometry predic⁃
tion can make better use of spatial correlation and therefore 
enable various types of scenarios.

2) We present an adaptive arithmetic encoder with fast con⁃
text update, which selects the optimal 3D context from the 
context dictionary, and suppresses the increase of entropy esti⁃
mation. As a result, it enhances the probability calculation ef⁃
ficiency of entropy encoders and yields significant compres⁃
sion results.

The rest of this paper is structured as follows. Section 2 
gives an outline of related work on point cloud geometry com⁃
pression. Section 3 firstly presents an overview of the pro⁃
posed framework. Then, the proposed method is descibed in 
detail. Experimental results and conclusions are presented in 
Sections 4 and 5, respectively.
2 Related Work

There have been many point cloud geometry compression 
algorithms proposed in the literature. CAO et al. [8] and 
GRAZIOSI et al. [9] conduct an investigation and summary of 
current point cloud compression methods, focusing on spatial 
dimension compression technology and MPEG standardization 
frameworks respectively. We provide a brief review of recent 
developments in two categories: single-frame point cloud com⁃
pression and multi-frame point cloud compression.
2.1 Single-Frame Point Cloud Compression

Single-frame point clouds are widely used in engineering 
surveys, cultural heritage preservation, geographic information 
systems, and other scenarios. The octree is a widely used data 
structure to efficiently represent point clouds, which can be 
compressed by recording information through the occupied 
nodes. HUANG et al. [10] propose an octree-based method that 
recursively subdivides the point cloud into nodes with their 

positions represented by the geometric center of each unit. 
FAN et al.[11] further improve this method by introducing clus⁃
ter analysis to generate a level of detail (LOD) hierarchy and 
encoding it in a breadth-first order. However, these methods 
can cause distortion due to the approximation of the original 
model during the iterative process.

To address these limitations, scholars have introduced geo⁃
metric structure features, such as the triangular surface 
model[12], the planar surface model[13–14], and the clustering al⁃
gorithm[15], for inter-layer prediction and residual calculation. 
RENTE et al.[16] propose a concept of progressive layered com⁃
pression that first uses the octree structure for coarse-grained 
encoding and then uses the graph Fourier transform for com⁃
pression and reconstruction of cloud details. In 2019, MPEG 
released the geometry-based point cloud compression (G-
PCC) technology for both static and dynamic point clouds, 
which is implemented through coordinate transformation, vox⁃
elization, geometric structure analysis, and arithmetic coding 
step by step[17].

Since certain octants within an octree may be sparsely popu⁃
lated or even empty, some methods have been proposed to op⁃
timize the tree structure by pruning sub-nodes and therefore 
conserve memory allocation. For example, DRICOT et al. [18] 
propose an inferred direct coding mode (IDCM) for terminat⁃
ing the octree partition based on predefined conditions of spar⁃
sity analysis, which involves pruning the octree structure to 
save bits allocated to child nodes. ZHANG et al. [19] suggest 
subdividing the point cloud space along principal components 
and adapting the partition method from the binary tree, 
quadtree and octree. Compared with the traditional octree par⁃
titioning, the hybrid models mentioned above can effectively 
reduce the number of bits used to represent sparse points, 
therefore saving nodes that need to be encoded. However, com⁃
plex hyperparameter conditions and mode determination are 
required in the process, making it difficult to meet the require⁃
ments of self-adaptation and low complexity.

With deep neural networks making significant strides in im⁃
age and video compression, researchers have explored ways to 
further reduce bit rates by leveraging super prior guidance 
and the redundancy of latent space expression during the com⁃
pression process. QUACH et al. [20] and HUANG et al. [21] pro⁃
pose methods that incorporate these concepts. GUARDA et al.
combine convolutional neural networks and autoencoders to 
exploit redundancy between adjacent points and enhance cod⁃
ing adaptability in Ref. [22]. Recently, WANG et al. [23] pro⁃
pose a point cloud compression method based on the varia⁃
tional auto-encoder, which improves the compression ratio by 
learning the hyperprior and reducing the memory consumption 
of arithmetic coding. The aforementioned methods use neural 
network encoders to capture the high-order hidden vector of 
the point cloud, the entropy model probabilities, and the edge 
probabilities of which fit better, thus reducing the memory 
consumption of arithmetic coding.
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Generally speaking, the research on single-frame point 
cloud geometric compression is relatively mature, but there 
are two challenges that remain yet. Spatial correlation has 
not been utilized effectively, and most methods do not code 
the correlation of point cloud data thoroughly and efficiently. 
Besides, the calculation of the probability model for entropy 
coding appears long and arduous due to the massive number 
of contexts.
2.2 Multi-Frame Point Cloud Compression

Multi-frame point clouds are commonly used in scenarios 
such as real-time 3D immersive telepresence, interactive VR, 
3D free viewpoint broadcasting and automatic driving. Unlike 
single-frame point cloud compression, multi-frame point cloud 
compression prioritizes the use of time correlation, as well as 
motion estimation and compensation. The existing methods for 
multi-frame point cloud compression can be divided into two 
categories: 2D projection and 3D decorrelation.

The field of image and video compression is extensive and 
has been well-explored over the past few decades. Various al⁃
gorithms convert point clouds into images and then compress 
them straightforwardly by FFmpeg and H. 265 encoders, etc. 
AINALA et al[24] introduce a planar projection approximate en⁃
coding mode that encodes both geometry and color attributes 
through raster scanning on the plane. However, this method 
causes changes in the target shape during the mapping pro⁃
cess, making accurate inter-prediction difficult. Therefore, 
SCHWARZ et al. [25] and SEVOM et al. [26] suggest rotated pla⁃
nar projection, cube projection, and patch-based projection 
methods to convert point clouds into 2D videos, respectively. 
By placing similar projections in adjacent frames at the same 
location in adjacent images, the video compressor can fully re⁃
move temporal correlation. In Ref. [27], inter-geometry predic⁃
tion is conducted via TSP, which computes the one-to-one cor⁃
respondence of adjacent intra-blocks by searching for the 
block with the closest average value. MPEG released the 
video-based point cloud compression (V-PCC) technology for 
dynamic point clouds in 2019[28]. This framework divides the 
input point cloud into small blocks with similar normal vectors 
and continuous space, then converts them to the planar sur⁃
face through cubes to record the occupancy image and auxil⁃
iary information. All resulting images are compressed by ma⁃
ture video codecs, and all bitstreams are assembled into a 
single output file. Other attempts have been made to improve 
the effectiveness of these methods. COSTA et al.[29] exploit sev⁃
eral new patch packaging strategies from the perspective of op⁃
timization for the packaging algorithm, data packaging links, 
related sorting, and positioning indicators. Furthermore, 
PARK et al. [30] design a data-adaptive packing method that 
adaptively groups adjacent frames into the same group accord⁃
ing to the structural similarity without affecting the perfor⁃
mance of the V-PCC stream.

Due to the inevitable information loss caused by point cloud 

projection, scholars have developed effective techniques to 
compress the point cloud sequence of consecutive frames us⁃
ing motion compensation technology based on 3D space. 
KAMMERL et al.[31] propose an octree-based geometric encod⁃
ing method, which achieves high compression efficiency by 
performing the exclusive OR (XOR) differences between adja⁃
cent frames. This method has been not only adopted in the 
popular Point Cloud Library (PCL)[32] but also widely used for 
further algorithm research. Other interframe approaches con⁃
vert the 3D motion estimation problem into a feature matching 
problem[33] or use reconstructed geometric information[34] to 
predict motion vectors and identify the corresponding relation⁃
ship between adjacent frames accurately. Recent explosive 
studies[35–36] have shown that the learned video compression 
offers better rate-distortion performance over traditional ones, 
bringing significant reference significance to point cloud com⁃
pression. ZHAO et al.[37] introduce a bi-directional inter-frame 
prediction network to perform inter-frame prediction and bring 
effective utilization of relevant information in spatial and tem⁃
poral dimensions. KAYA et al. [38] design a new paradigm for 
encoding geometric features of dense point cloud sequences, 
optimizing the CNN for estimating the encoding distribution to 
realize lossless compression of dense point clouds.

Despite progress in the compression coding technology of 
multi-frame point cloud models, two problems persist. The 
existing multi-frame point cloud compression approaches 
mainly rely on video coding and motion compensation, which 
inevitably involves information loss or distortion caused by 
mapping and block edge discontinuity. In addition, predic⁃
tive coding exhibits low applicability due to the inconsis⁃
tency of inter-frame point cloud geometry. The apparent off⁃
set of points between frames and the unavoidable noise in⁃
creases the difficulty of effectively using predictive coding in 
inter-frame compression.
3 Proposed Spatio-Temporal Context-Guided 

Lossless Geometry Point Cloud Compres⁃
sion Method

3.1 Overview
The overall pipeline of our spatio-temporal context-guided 

algorithm is shown in Fig. 1. First, we preprocess the input 
point cloud by applying voxelization and scale transformation. 
Then, the point cloud is divided into unit thickness sliced lay⁃
ers along the main axis. Next, we design a prediction mode 
that makes full use of the temporal and spatial correlation in⁃
formation within both intra-frame and inter-frame. We calcu⁃
late the shortest path of points of reference layers (R-layers) 
via travelling salesman algorithms, and the results of the R-
layers are then used to predict spatio-temporally and encode 
the rest of the point clouds, namely predicted layers (P-
layers). Finally, the improved entropy coding algorithms are 
adopted to obtain the compressed binary file.
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3.2 Image Sliced-Based Hierarchical Division
1) Pre-processing 
The pre-processing module includes voxelization and scale 

transformation, for better indexing of each certain point. In 
voxelization, we divide the space into cubes of size N, which 
corresponds to the actual resolution of the point cloud. Each 
point is assigned a unique voxel based on its position. A voxel 
is recorded as 1; if it is positively occupied, it is 0 otherwise.

Scale transformation can reduce the sparsity for better com⁃
pression by zooming out the point cloud, where the distance 
between points gets smaller. We aggregate the point cloud co⁃
ordinates ( x, y, z) using a scaling factor s, i.e.,

P̂n = Pn × s = ( xn × s, yn × s, zn × s) , s ≤ 1 . (1)
To ensure lossless compression, we need to ensure that the 

scaling factor s cannot cause geometry loss and needs to be re⁃
corded in the header file.

2) Sliced-layer division
This module works by dividing the 3D point cloud along 

one of its axes, creating several unit-sliced layers with occu⁃
pied and non-occupied information only that can be further 
compressed using a predictive encoder and an arithmetic 
coder. The function is defined as:

S (a,b) = slice (G, axis) =
ì

í

î

ïïïï

ï
ïï
ï

G ( )x, a, b ,  if axis = X

G ( )a, y, b ,  if axis = Y

G ( )a, b, z ,  if axis = Z , (2)
where G refers to the input point cloud coordinate matrix, axis 
refers to the selected dimension, and S (a, b) is the 2D slice 
extracted by each layer.

In general, we conduct experiments on a large number of 

test sequences, and results suggest that division along the lon⁃
gest axis of point cloud spatial variation yields the lowest bi⁃
trate, i.e.

axis =
ì

í

î

ïïïï

ï
ïï
ï

X,if ( )xmax - xmin ≥ ( )ymax - ymin , ( )xmax - xmin ≥ ( )zmax - zmin
Y,if ( )ymax - ymin > ( )xmax - xmin , ( )ymax - ymin ≥ ( )zmax - zmin

Z, if else .
(3)

3) Minimum bounding box extraction
In most cases, on-occupied voxels are typically unavoid⁃

able and greatly outnumber occupied voxels. As a result, pro⁃
cessing and encoding both types of voxels simultaneously 
burdens the computational complexity and encoding speeds 
of the compression algorithm. Therefore, we adopt the ori⁃
ented bounding box (OBB) [39] to calculate the minimum 
bounding box for each sliced layer, ensuring that the direc⁃
tions of the bounding boxes are consistent across layers. In 
subsequent processing, only the voxels located within the re⁃
stricted rectangle are compressed.
3.3 Spatial Context-Guided Predictive Encoding

The goal of spatial context-guided predictive encoding is to 
encode all the points layer by layer. Inspired by the TSP, we 
design a prediction mode to explore the potential orders and 
correlation within each sliced layer. This module consists of 
partition and the shortest path calculation.

At first, we partition the sliced layers and determine the R-
layer and R-layers for each group. We traverse the point cloud 
layer by layer along the selected axis. When the length of the 
main direction of the minimum bounding box between adja⁃
cent layers differs by a specified unit length, it is recorded as 
the same group. Otherwise, it is used as the reference layer of 

▲Figure 1. Proposed framework for spatio-temporal context-guided lossless point cloud geometry compression
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the next group, and each point cloud in the following group 
uses the same shortest path. In this paper, we set the first 
layer of each group as the R-layer, and the others as P-layers. 
We also carry out experiments on a large number of test se⁃
quences and recommend setting this specified parameter as 3 
units to obtain the best compression.

Afterwards, we conduct the shortest path calculation on the 
R-layers and record the residuals of P-layers. According to the 
distribution regulation of the point cloud of each slice layer, 
we optimally arrange the irregular point clouds for each slice 
layer based on the TSP algorithm. This allows us to efficiently 
compute the shortest path to the point cloud of the R-layers, 
and then record the residuals of the corresponding prediction 
layers. Algorithm 1 shows the pseudo-code of the prediction 
procedure.
Algorithm 1. Spatial context-guided predictive encoding
1: Input: point cloud sliced-layers
2: Output: the shortest path min ∑

i,j = 1

n - 1 dist (pc i, pc j ), the shortest 
path record tables of R-layers, and predictive residuals
3: Definition: dist (pc i, pc j ) = norm(pc i, pc j )
4: Initialization: randomly selected point pc15: while  add a new point pc i do :
6:          path (P, init) = min {path (P - i, i) + dist [ i][ init ]},∀t ∈ P
7: end while

8:  return min ∑
i, j = 1

n - 1 dist (pc i, pc j ) and shortest path record ta⁃
bles of R-layers
9:  for  P-layers under-process do :

10:    R-frame distPC i = min ∑
i, j = 1

n - 1 dist (pc i, pc j )
11:    calculate residuals i = diff (PC i (P,:) )
12:  end for
13:   return residuals i

Firstly, we define the distance calculation rule between 
points in the local area and initialize the path state with a ran⁃
domly selected point pc1. In each iteration, whenever a new 
point pc i is added, the permutation is dynamically updated 
through the state transition equation path (P - i, i ) until all 
added points are recorded in P in the order of the shortest 
path. This process is modified gradually based on the minimal 
distance criterion. After all iterations are completed in the to⁃
tal shortest path, we calculate the min∑i, j = 1

n - 1 dist (pc i, pc j ) in 
each of the R-layers, and return the shortest path record table 
of point clouds in each of the R-layers. For further compres⁃
sion, we calculate the deviation of the P-layers from the short⁃
est path of the R-layer within the same group and record them 
as predictive residuals. Finally, the shortest path of the R-
layer and the residuals of each group are output and passed to 
the entropy encoder to compress prediction residuals further.

3.4 Spatio-Temporal Context-Guided Predictive Encoding
The spatial context-guided prediction mode encodes 

single-frame point clouds individually. However, applying 
spatial encoding to each single-frame point cloud separately 
can miss out on opportunities exposed by the temporal corre⁃
lations across multi-frame point cloud. Considering that 
multi-frame point cloud shares large chunks of overlaps, we 
focus on using temporal redundancy to further enhance the 
compression efficiency. Hence, based on the proposed spa⁃
tial context-guided prediction mode, we can compress multi-
frame point cloud by identifying a correspondence between 
adjacent layers across frames.

1) Inter-frame partition
To enhance the effectiveness of inter-frame prediction 

mode, it is crucial to ensure adequate similarity between adja⁃
cent layers of frames. As a result, we need to partition the 
groups between adjacent frames and determine the R-layers 
and P-layers across frames. By estimating the shortest path of 
the P-layers based on the shortest path of the R-layers, we re⁃
cord the prediction residuals and further compress them 
through the entropy encoder. Algorithm 2 shows the pseudo-
code of the inter-frame partition.
Algorithm 2. Inter-frame partition
1: Input: point cloud sliced-layers S1,S2,⋯,Sn, and principal 
axis lengths hi of Si inter-frame point cloud sliced layers 
SS1,SS2,⋯,SSn, and principal axis lengths hhi of SSi2: Output: correspondence and partition of the adjacent lay⁃
ers’ relationship
3: Initialization: set S1 and SS1 as corresponding layers
4: for  new Si and SSi do :
5：       coarse partition: set Si and SSi as corresponding layers
6：       if | hi - hhi | ≤ 3 :
7：       fine partition: set Si and SSi as corresponding layers
8：       else if
9：       compare | hi - hhi | , | hi - hhi - 1 |, and  | hi - hhi + 1 |, and 

pick the minimum
10：      set the slice layer corresponding to the minimum and 

SSi as corresponding layers
11：      else
12：      set as a single layer
13: end for

Based on sliced-layers orientation alignment, we realize 
coarse partition and fine partition successively. For coarse par⁃
tition, we sort the sliced layers of each frame based on the co⁃
ordinates corresponding to the division axes, from small to 
large. As a result, each slice layer of each frame has a unique 
layer number, allowing us to coarsely partition the slice layers 
with the same number between adjacent frames. Afterward, we 
compute the difference between the principal axis lengths of 
the minimum bounding boxes of adjacent layers with the same 
number. If this value is less than or equal to a specified length 
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unit, the layers will be partitioned into the same group. Other⁃
wise, we compare the difference in the length of the main di⁃
rection axis of the minimum bounding box in the correspond⁃
ing layer of the adjacent frame with the specified layer before 
and after the number in the adjacent frame. The layer with the 
smallest difference is then partitioned into the same group. 
This ensures a fine partition between adjacent layers, and so 
as to realize the fine partition of the adjacent relationship.

2) Spatio-temporal context-guided prediction mode
Based on the partition, we apply and expand the prediction 

mode mentioned in Section 3.3. We incorporate inter-frame 
context in the process, meaning that the first layer of each 
group, which serves as the R-layer, may not necessarily yield 
the best prediction result. To fully explore the potential corre⁃
lation between adjacent layers, we need to expose the optimal 
prediction mode.

Firstly, we calculate the prediction residuals for each 
sliced-layer in the current group when used as the R-layer. By 
comparing the prediction residuals in all cases, we select the 
R-layer with the smallest absolute residual value as the best 
prediction mode. For R-layer shortest path calculation, we use 
the travelling salesman algorithm to compute the shortest path 
of the R-layers under the best prediction mode. Moreover, we 
calculate the prediction residuals for each group under their 
respective best prediction modes. We also record the occu⁃
pancy length and R-layer information of each group for further 
compression in subsequent processing.

In the follow-up operation, we use arithmetic coding based 
on the best context selection for the above information to com⁃
plete the entire process of the multi-frame point cloud geom⁃
etry compression algorithm.
3.5 Arithmetic Coding Based on Context Dictionary

The massive amount of context in point cloud significantly 
burdens the overall compression scheme in terms of arithme⁃
tic coding computational complexity. We improve the arithme⁃
tic coding from the following two modules. 1) We set up a con⁃
text dictionary, and select and update the global optimal value 
according to the entropy estimate, and then 2) we adopt adap⁃
tive encoders to efficiently calculate the upper and lower 
bounds of probabilities.

1) Context dictionary construction

We construct a context dictionary that represents a triple 
queue, consisting of coordinates of the point cloud at each 
sliced-layer and the integer representation of its correspond⁃
ing non-empty context. Thus, we associate the voxels con⁃
tained in the point cloud with the minimum bounding box of 
each layer with its non-empty context. To illustrate the con⁃
struction of the triple queue array of the context dictionary 
clearly, we give an intuitive explanation in Fig. 2.

For the shaded two squares in Fig. 2, only the context map 
positions pc1 and pc2 are considered. The context contribution 
along the x-axis and the y-axis is recorded to the two queues 
Q X - and Q Y - respectively. Thus the context dictionary con⁃
sists of Q X - and Q Y -. Queue elements with the same coordi⁃
nates are integrated into a triplet, the context integer represen⁃
tation of which is computed as the sum of the context contribu⁃
tions of the merged triplet.

Therefore, the context of each voxel can be computed as the 
sum of the independent contributions of occupied voxels in its 
context dictionary. This structure helps determine whether a 
voxel should be added to the context dictionary without te⁃
dious matrix lookups, resulting in a significant reduction in 
computational complexity and runtime.

2) Probability calculation
To calculate entropy probability, both the length of the se⁃

quence and the context of its constituent voxels must be taken 
into account. In this module, we design an adaptive encoder 
that first estimates the upper and lower cumulative probability 
bounds for each group from the context dictionary, and then 
encodes it subsequently.

First of all, we construct a binary tree based on the Markov 
chain model. By traversing the occupancy of voxels, we assign 
values of 1 and 0 to occupied and empty voxels, respectively, 
and calculate the probability based on the tree structure. Start⁃
ing from the root node, when a voxel is occupied, we record 
the left child node as 1. Otherwise, we mark the right child 
node as 0 and proceed to the next step of judgment and divi⁃
sion. The calculation formula for the run probability of occu⁃
pied voxels can be found in Eq. (4).

P ( l) = p (1|ci )∙∏i - 1
l - 1 p (0|ci ) , (4)

where l is the length of the run ending at the occupied voxel.

▲Figure 2. Construction of the context dictionary

Voxel occupancy Context contribution Queue structure
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For run lengths less than or equal to n, there may be 2n of 
tree nodes representing the occupancy states of voxels. There⁃
fore, the probability of any occupied voxel is represented by 
the independent joint probability of traversing all states start⁃
ing at the root and ending at any childless node of the tree.

Based on Eq. (4), to perform arithmetic encoding on the oc⁃
cupancy of the voxel sequence, we need the cumulative upper 
and lower probabilities of the sequence, as shown in Eq. (5).

ì
í
î

ïï

ïïïï

Low ( )l = ∑r = 1
l - 1 P ( r ) = ∑r = 1

l - 1 p ( )1|cr ∙∏i = 1
r p (0|ci )

High ( )l = ∑r = 1
l P ( r ) = ∑r = 1

l p ( )1|cr ∙∏i = 1
r p (0|ci ) . (5)

Employing this approach, we can utilize the adaptive prop⁃
erties of arithmetic coding to adjust the probability estimation 
value of each symbol based on the optimized probability esti⁃
mation model and the frequency of each symbol in the current 
symbol sequence. This allows us to calculate the upper and 
lower bounds of the cumulative probability of occupied voxels 
and complete the encoding process.
4 Experiment

4.1 Implementation Details
1) Dataset. To verify the performance of our proposed 

method, extensive experiments were conducted over 16 point 
cloud datasets that can be downloaded from Ref. [40], as 
shown in Fig. 3, in which Figs. 3(a) – 3(l) are portraits with 
dense points, and Figs. 3(m) – 3(p) are architecture with 
sparse points. Figs. 3(a) – 3(h) are voxelized upper bodies 
point cloud data sequences of two spatial resolutions obtained 
from Microsoft. Figs. 3(i) – 3(l) are chosen from 8i voxelized 
full bodies point cloud data sequences. Remaining large-scale 
sparse point clouds in Figs. 3(k) – 3(p) are static facade and 
architecture datasets.

2) Evaluation metrics. The performance of the proposed 
method is evaluated in terms of bit per point (BPP). The BPP 
refers to the sum of bits occupied by the coordinate informa⁃
tion attached to the point. The lower the value, the better the 
performance.

BPP = Sizedig
k  , (6)

where Sizedig represents the number of bits occupied by the co⁃
ordinate information of point cloud data, and k refers to the 
number of points in the original point cloud.

3) Benchmarks. We mainly compare our method with other 
baseline algorithms, including: PCL-PCC: octree-based com⁃
pression in PCL; G-PCC (MPEG intra-coders test model) and 
interEM (MPEG inter-coders test model) target single-frame 
and multi-frame point cloud compression respectively; The Sil⁃
houette 3D (S3D) [41] and Silhouette 4D (S4D) [42] target single-
frame and multi-frame point cloud compression, respectively. 

For PCL, we use the octree point cloud compression approach 
in PCL-v1.8.1 for geometry compression only. We set octree 
resolution parameters from point precision and voxel resolu⁃
tion. For G-PCC (TM13-v11.0), we choose a lossless geometry
—lossless attributes condition in an octree-predictive mode, 
leaving parameters as default. For interEM (tmc3v3.0), we 
use the experimental results under lossless geometry and 

▲ Figure 3. Point cloud sequences used in experiments: (a) An⁃
drew_vox09, (b) Andrew_vox10, (c) David_vox09, (d) David_vox10, (e) 
Ricardo_vox09, (f) Ricardo_vox10, (g) Sarah_vox09, (h) Sarah_vox10, (i) 
Longdress_vox10, (j) Loot_vox10, (k) Redandblack_vox10, (l) Sol⁃
dier_vox10, (m) Facade_00009_vox12, (n) Facade_00015_vox14, (o) 
Arco_Valentino_Dense_vox12, and (p) Palazzo_Carignano_Dense_vox14

(a) (b)

(e) (f)  (g)   (h) 

(c) (d)

(i) (j)  (k)   (l) 

(m) (n)

(o) (p)
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lossless attributes conditions as a comparison[43]. For S3D 
and S4D, we follow the default conditions and parameters.

4) Hardware. The proposed algorithm is implemented in 
Matlab and C++ using some functions of the PCL-v1.8.1. All 
experiments have been tested on a laptop with Intel Core i7-
8750 CPU @2.20 GHz with 8 GB memory.
4.2 Results of Single-Frame Point Cloud Compression

1) Compression results of portraits of dense point cloud data 
sequences 

Table 1 shows the performance of our spatial context-
guided lossless point cloud geometry compression algorithms 
compared with PCL-PCC, G-PCC and S3D methods on por⁃
traits of dense point cloud data sequences.

It can be seen from Table 1 that for all the point cloud of 
the same sequences, the proposed method achieves the lowest 
compression BPP compared with other methods. Our algo⁃
rithm offers averaged gains from − 1.56% to − 0.02% against 
S3D, and gains from − 10.62% to − 1.45% against G-PCC. It 
shows a more obvious advantage, that is, the compression per⁃
formance gains of the proposed algorithm range from −10.62% 
to − 1.45%; For PCL-PCC, the proposed algorithm shows a 
nearly doubled gain on all sequences, ranging from −154.43% 
to −85.39%.

2) Compression results of large-scale sparse point cloud data 
Because the S3D cannot work in this case, we only compare 

our spatial context-guided lossless geometry point cloud com⁃
pression algorithm with PCL-PCC and G-PCC methods on 
large-scale sparse point cloud data.

Again, our algorithm achieves considerable performance 
with G-PCC and PCL-PCC, as shown in Table 1. Results have 
shown that averaged BPP gains ranging from − 8.84% to 
− 4.35% are captured compared with G-PCC. For PCL- PCC, 
our proposed algorithm shows more obvious advantages, with 
gains ranging from −34.69% to −23.94%.

3) Summary
To provide a more comprehensible comparison of the single-

frame point cloud compression results, Table 2 presents the 
average results between our spatial context-guided compres⁃
sion method and other state-of-the-art benchmark methods. 
Compared with S3D, our proposed method shows average 
gains ranging from − 0.58% to − 3.43%. As for G-PCC and 
PCL-PCC, the average gains achieve at least − 3.43% and 
−95.03% respectively.

Experimental analysis reveals that our spatial context-
guided compression method exceeds current S3D, G-PCC 
and PCL-PCC by a significant margin. Thus, it can satisfy 
the lossless compression requirements of point cloud geom⁃
etry for various scene types, e. g., dense or sparse distribu⁃
tions, and the effectiveness of our method consistently re⁃
mains.
4.3 Results of Multi-frame Point Cloud Compression

We evaluate our proposed spatial-temporal context-guided 
point cloud geometry compression algorithm against existing 
compression algorithms such as S4D, PCL-PCC, G-PCC and 
interEM. Only portraits of dense point cloud data sequences 
are used in this experiment. The results are illustrated in 

▼Table 1. BPP comparisons of our spatial context-guided compression algorithm and the baseline methods

Point Cloud Data
Andrew_vox09
Andrew_vox10
David_vox09
David_vox10

Ricardo_vox09
Ricardo_vox10
Sarah_vox09
Sarah_vox10

Longdress_vox10
Loot_vox10

Redandblack_vox10
Soldier_vox10

Facade 00009 vox12
Facade_00015_vox14

Arco_Valentino_
Dense_vox12

Palazzo_Carignano_
Dense_vox14

BPP/bit
Single↓
1.118 83

1.010 745
1.058 42
1.028 09
1.037 76

0.965 985
1.063 19
1.012 36
0.945 35

0.909 825
1.014 15

0.958 515
6.941 5
7.937 2
9.077 9

7.647 5

G-PCC↓
1.135 068
1.104 986
1.114 673
1.090 388
1.081 282
1.068 567
1.107 865
1.065 947
1.025 244
0.945 36

1.082 107
1.032 572

7.243 8
8.638 5
9.826 4

8.164 4

PCL-PCC↓
2.074 226
1.952 745
2.105 917
1.974 752
2.046 144
1.944 874
2.101 666
1.978 308
2.347 862
2.314 874
2.400 688
2.423 025

9.349 4
10.030 5
11.251 4

9.943 4

S3D↓
1.12

-

1.06
-

1.04
-

1.07
-

0.95
0.91
1.03
0.96

-

-

-

-

Gains
G-PCC/%

−1.45
−9.32
−5.31
−6.06
−4.19

−10.62
−4.20
−5.29
−8.45
−3.91
−6.70
−7.73
−4.35
−8.84
−8.25

−6.76

PCL-PCC/%
−85.39
−93.20
−98.97
−92.08
−97.17

−101.34
−97.68
−95.42

−148.36
−154.43
−136.72
−152.79
−34.69
−26.37
−23.94

−30.02

S3D/%
−0.10

-

−0.15
-

−0.22
-

−0.64
-

−0.49
−0.02
−1.56
−0.15

-

-

-

-

BPP: bit per point
G-PCC: geometry-based point cloud compression

PCC: point cloud compression
PCL: Point Cloud Library

S3D: Silhouette 3D
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Table 3. As we can see, after optimizations in prediction 
mode and arithmetic encoder, the proposed algorithm shows 
superiority on all test sequences. Specifically, compared with 
interEM and G-PCC, the proposed algorithm shows signifi⁃
cant gains ranging from −51.94% to −17.13% and −46.62% 
to −5.7%, respectively. Compared with S4D, the proposed al⁃
gorithm shows robust improvement ranging from −12.18% to 
−0.33%. As for PCL-PCC, our proposed algorithm has nearly 
halved over all test sequences.

Furthermore, we summarize the compression results and 
gains of the proposed method on the portraits dense point 
cloud data sequences, listed in Table 4. On average, it deliv⁃
ers gains between − 11.5% and − 2.59% compared with the 

spatial context-guided point cloud geometry compression al⁃
gorithm proposed previously. Moreover, it shows superior av⁃
erage gains of − 19% compared with G-PCC, and has 
achieved an average coding gain of −24.55% compared with 
interEM. Additionally, compared with S3D and S4D, it gains 
more than −6.11% and −3.64% on average respectively.

The overall experimental analysis shows that the spatio-
temporal context-guided point cloud compression method 
can make full use of both the spatial and temporal correla⁃
tion of adjacent layers within intra-frames and inter-frames. 
We also improve the global context selection and probability 
model of the arithmetic encoder to obtain a lower bit rate. 
The proposed method surpasses the performance of state-of-

▼Table 3. Bit per point comparisons of our spatio-temporal context-guided compression algorithm and the baseline methods

Point Cloud Sequences
Andrew_vox09
Andrew_vox10
David_vox09
David_vox10

Ricardo_vox09
Ricardo_vox10
Sarah_vox09
Sarah_vox10

Longdress_vox10
Loot_vox10

Redandblack_vox10
Soldier_vox10

BPP/bit
Multiple↓
1.072 25
0.972 24

1.046 565
1.020 547
0.982 66

0.954 235
1.028 745
1.008 465
0.896 585
0.861 815
0.970 43
0.704 24

G-PCC↓
1.135 068
1.104 986
1.114 673
1.090 388
1.081 282
1.068 567
1.107 865
1.065 947
1.025 244
0.945 36

1.082 107
1.032 572

InterEM↓
-

-

-

-

-

-

-

-

1.056 275
1.009 412
1.140 317
1.070 037

PCL-PCC↓
2.074 226
1.952 745
2.105 917
1.974 752
2.046 144
1.944 874
2.101 666
1.978 308
2.347 862
2.314 874
2.400 688
2.423 025

S4D↓
1.08

-

1.05
-

1.02
-

1.04
-

0.95
0.89
1.01
0.79

Gains
G-PCC/%

−5.86
−13.65
−6.51
−6.84

−10.04
−11.98
−7.69
−5.70

−14.35
−9.69

−11.51
−46.62

InterEM/%
-

-

-

-

-

-

-

-

−17.81
−17.13
−17.51
−51.94

PCL-PCC/%
−93.45

−100.85
−101.22
−93.50

−108.23
−103.81
−104.29
−96.17

−161.87
−168.60
−147.38
−244.06

S4D/%
−0.72

-

−0.33
-

−3.80
-

−1.09
-

−5.96
−3.27
−4.08

−12.18
G-PCC: geometry-based point cloud compression
PCC: point cloud compression

PCL: Point Cloud Library
S4D: Silhouette 4D

▼Table 2. BPP comparison with state-of-the-art algorithms on single-frame point cloud data

Point Cloud Data
Microsoft voxelized upper bodies

8i voxelized full bodies
MPEG Facade and architecture

Average BPP/bit
Single↓

1.036 923
0.956 96
1.158 62

G-PCC↓
1.096 097
1.021 321
1.198 392

PCL-PCC↓
2.022 329
2.371 612
2.336 034

S3D↓
1.072 5
0.962 5

-

Average Gains
G-PCC
−5.71%
−6.73%
−3.43%

PCL-PCC
−95.03%

−147.83%
−101.62%

S3D
−3.43%
−0.58%

-

BPP: bit per point
G-PCC: geometry-based point cloud compression

MPEG: Moving Picture Experts Group
PCC: point cloud compression

PCL: Point Cloud Library
S3D: Silhouette 3D

▼Table 4. Bit per point comparison with state-of-the-art algorithms on multi-frame point cloud data
Average BPP/bit

Point cloud data
Microsoft voxelized upper bodies

8i voxelized full bodies
Average Gains

Point cloud data
Microsoft voxelized upper bodies

8i voxelized full bodies

Multiple↓
1.010 713
0.858 268

Single↓
1.036 923
0.956 96

Single
−2.59%

−11.50%

G-PCC↓
1.096 097
1.021 321

G-PCC
−8.45%

−19.00%

InterEM↓
-

1.069 01

interEM
-

−24.55%

PCL-PCC↓
2.022 329
2.371 612

PCL-PCC
−100.09%
−176.33%

S4D↓
1.047 5

0.91

S4D
−3.64%
−6.03%

S3D↓
1.072 5
0.962 5

S3D
−6.11%

−12.14%
G-PCC: geometry-based point cloud compression
PCC: point cloud compression

PCL: Point Cloud Library
S3D: Silhouette 3D

S4D: Silhouette 4D

25



ZTE COMMUNICATIONS
December 2023 Vol. 21 No. 4

ZHANG Huiran, DONG Zhen, WANG Mingsheng 

Special Topic   Spatio-Temporal Context-Guided Algorithm for Lossless Point Cloud Geometry Compression

the-art algorithms, so as to meet the requirements of point 
cloud geometry lossless compression in multimedia applica⁃
tion scenarios such as dynamic portraits.
4.4 Ablation Study

We perform ablation studies on predictive encoding over 8i 
voxelized full-body point cloud data sequences to demonstrate 
the effectiveness of the partition. It can be seen from Table 5 
that the improvement shows a stable gain of −70% on multi-
frame point cloud compression and − 60% on single-frame 
point cloud compression against the non-partition predictive 
coding.

Next, we perform an ablation experiment on arithmetic 
coding to demonstrate the effectiveness of the context dic⁃
tionary. As shown in Table 6, a robust improvement of 
− 33% on multi-frame point cloud compression and that of 
− 41% on single-frame point cloud compression against the 
arithmetic coding without context dictionary are observed in 

our method.
4.5 Time Consumption

We test the time consumption to evaluate the algorithm 
complexity and compare the proposed methods with others. 
The algorithm complexity is analyzed by encoders and decod⁃
ers independently, listed in Table 7. As we can see, G-PCC, 
interEM and PCL-PCC can achieve an encoding time of less 
than 10 s and a decoding time of less than 5 s for portrait 
dense point cloud data. They also perform well in large-scale 
sparse point cloud data compared with others. Our proposed 
algorithms take around 60 s and 15 s to encode and decode 
portrait sequences, even more on facade and architecture 
point cloud data. There is a trade-off between bitrates and 
compression speed. Compared with S3D and S4D, which take 
hundreds of seconds to encode, our time-consuming method 
can show superiority.

In summary, the time consumption of our proposed methods 
is medium among all the compared algorithms but still neces⁃
sary to be further improved.
5 Conclusions

In this paper, we propose a spatio-temporal context-
guided method for lossless point cloud geometry compres⁃
sion. We consider sliced point cloud of unit thickness as the 
input unit and adopt the geometry predictive coding mode 
based on the travelling salesman algorithm, which applies to 
both intra-frame and inter-frame. Moreover, we make full 
use of the global context information and adaptive arithme⁃
tic encoder based on context fast update to achieve lossless 
compression and decompression results of point clouds. Ex⁃
perimental results demonstrate the effectiveness of our meth⁃
ods and their superiority over previous studies. For future 
work, we plan to further study the overall complexity of the 
algorithm, by reducing algorithm complexity to achieve a 
high-speed compression rate and low bit rate compression 
results. A low bit rate and real-time/low-delay supported 
method is highly desired in various types of scenes.

▼Table 5. Ablation study on predictive encoding

Point Cloud Data

Longdress_vox10
Loot_vox10

Redandblack_vox10
Soldier_vox10

Partition
Multiple↓
0.896 585
0.861 815
0.970 43
0.704 24

Single↓
0.945 35

0.909 825
1.014 15

0.958 515

Non-Partition
Multipl↓
1.501 45
1.477 48
1.620 92
1.521 01

Single↓
1.514 88
1.493 59
1.548 96
1.563 37

Gains/%
Multiple↓

−67.46
−71.44
−67.03

−115.98

Single↓
−60.25
−64.16
−52.73
−63.10

▼Table 7. Time consumption comparison with state-of-the-art algorithms in encoding and decoding

Encoding Time/s
Point cloud data

Microsoft voxelized upper bodies
8i voxelized full bodies

MPEG facade and architecture
Decoding Time/s

Point cloud data
Microsoft voxelized upper bodies

8i voxelized full bodies
MPEG facade and architecture

Multiple
52.1
56.7

-

Multiple
13.7
16.3

-

Single
64.2
66.9

111.2

Single
14.4
17.1
22.4

S4D
806.03
904.67

-

S4D
117.4

194.25
-

S3D
489.72
640.85

-

S3D
74.03

113.95
-

G-PCC
3.813
7.105
15.37

G-PCC
1.031
1.376
2.703

InterEM
-

4.708
-

InterEM
-

4.10
-

PCL-PCC
2.235
3.549
22.4

PCL-PCC
0.809
0.922
7.74

G-PCC: geometry-based point cloud compression
MPEG: Moving Picture Experts Group

PCC: point cloud compression
PCL: Point Cloud Library

S3D: Silhouette 3D
S4D: Silhouette 4D

▼Table 6. Ablation study on arithmetic coding

Point Cloud Data

Longdress_vox10

Loot_vox10
Redandblack_

vox10
Soldier_vox10

With Context 
Dictionary

Multiple↓

0.896 585

0.861 815

0.970 43

0.704 24

Single↓

0.945 35

0.909 825

1.014 15

0.958 515

Without Context 
Dictionary

Multiple↓

1.279 66

1.272 72

1.294 69

1.112 31

Single↓

1.489 1

1.364 27

1.435 11

1.374 98

Gains/%

Multiple↓

−42.73

−47.68

−33.41

−57.94

Single↓

−57.52

−49.95

−41.51

−43.45
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Abstract: Recent years have witnessed that 3D point cloud compression (PCC) has become a research hotspot both in academia and industry. 
Especially in industry, the Moving Picture Expert Group (MPEG) has actively initiated the development of PCC standards. One of the adopted 
frameworks called geometry-based PCC (G-PCC) follows the architecture of coding geometry first and then coding attributes, where the region 
adaptive hierarchical transform (RAHT) method is introduced for the lossy attribute compression. The upsampled transform domain predic⁃
tion in RAHT does not sufficiently explore the attribute correlations between neighbor nodes and thus fails to further reduce the attribute re⁃
dundancy between neighbor nodes. In this paper, we propose a subnode-based prediction method, where the spatial position relationship be⁃
tween neighbor nodes is fully considered and prediction precision is further promoted. We utilize some already-encoded neighbor nodes to fa⁃
cilitate the upsampled transform domain prediction in RAHT by means of a weighted average strategy. Experimental results have illustrated 
that our proposed attribute compression method shows better rate-distortion (R-D) performance than the latest MPEG G-PCC (both on refer⁃
ence software TMC13-v22.0 and GeS-TM-v2.0).
Keywords: point cloud compression; MPEG G-PCC; RAHT; subnode-based prediction
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1 Introduction

Rapid progress in 3D graphic technologies and capture 
devices has enabled high-precision digital representa⁃
tions of 3D objects or scenes. Point clouds, as one of 
the mainstream 3D data formats, can effectively indi⁃

cate points in real-world scenes through 3D geometric coordi⁃
nates and corresponding attributes (e.g., color, normal and re⁃
flectance). Considering its flexible representation properties, 
point clouds have been widely applied to various fields, such 
as autonomous driving, free-viewpoint broadcasting, and heri⁃
tage reconstruction[1]. However, in addition to a huge amount 
of data, point clouds are non-uniformly sampled in space, 
which undoubtedly makes it unfeasible to put point clouds 
into applications with limited bandwidth and storage space[2]. 
Therefore, it is necessary to investigate efficient point cloud 
compression (PCC) schemes.

With an increasing demand for point cloud applications, the 

Moving Picture Expert Group (MPEG) standardization commit⁃
tee started to conduct PCC-dedicated standards and issued a 
Call for Proposals (CfP) in 2017[3]. After intensive develop⁃
ments involving academic and industrial meetings, two inde⁃
pendent point cloud compression frameworks have been ad⁃
opted to cover a wider range of immersive applications and 
data types. One called video-based PCC (V-PCC) [4] adopts 
projection-based strategies combined with video codecs, 
which aims for handling dense point clouds. Another called 
geometry-based PCC (G-PCC) [5] is more specifically designed 
for relatively sparse point clouds by using the octree-based ar⁃
chitecture. The octree representation first proposed for PCC in 
Ref. [6] can build a progressive 3D structure for point clouds. 
Specifically, by recursively dividing point clouds from the root 
node to leaf nodes, the connectivity information between 
points can be exploited among the unorganized point clouds. 
Moreover, the topological neighbor information makes it easier 
to implement techniques similar to prediction or transforma⁃
tion in video coding. In the current G-PCC scheme, geometry 
and attributes are coded sequentially and multiple coding 
tools can be selected to suit different application scenarios. 

This work was supported in part by China Postdoctoral Science Founda⁃
tion under Grant No. 2022M720234 and in part by the National Natural Sci⁃
ence Foundation under Grant Nos. 62071449 and U21B2012.
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For the geometry information, in addition to octree coding[7], 
the triangle soup (Trisoup) coding[8] is used to approximate the 
surface of point clouds as a complement to the octree decom⁃
position while predictive tree coding[9] is applied to low-delay 
use cases. In terms of attributes, there are mainly two 
branches concerning different advantages. The level of details 
(LODs) -based prediction scheme[10] aims to near-lossless or 
lossless compression and also deliver spatial scalability to G-
PCC. By contrast, the region adaptive hierarchical transform 
(RAHT) scheme[11] is more suitable for lossy compression with 
much lower complexity. Note that the attribute coding frame⁃
work RAHT is our main focus in this paper.

As the mainstream attribute compression scheme, the 
RAHT was first proposed in Ref. [12] to provide a hierarchical 
transform structure. In general, the RAHT is an adaptive vari⁃
ant of the Haar wavelet transform (HWT), which can evolve 
into a 3D version of the Haar transform when all nodes are oc⁃
cupied. To furthermore improve the coding efficiency of the 
RAHT, an upsampled transform domain prediction[13] was pro⁃
posed and has been adopted in the current G-PCC. Specifi⁃
cally, decoded attributes of the nodes at lower levels (i. e., 
lower resolution) are used to predict attributes of the nodes at 
higher levels. Then, the prediction residuals can be further 
quantized and entropically encoded. During the transform do⁃
main prediction stage, in addition to the nodes at lower levels, 
the nodes at current encoding levels can also be applied to 
prediction by means of weighted average[14]. However, the in⁃
formation of surrounding neighbor nodes has not been fully uti⁃
lized in certain search ranges, which means that further ex⁃
ploring the correlations between neighbor nodes can lead to 
better attribute compression performance.

In this paper, we propose a subnode-based prediction 
scheme for point cloud attribute compression, which aims at 
optimizing the upsampled transform domain prediction in 
RAHT. Specifically, we first analyze the spatial distribution 
among neighbor nodes and further explore their reference rela⁃
tionship. Based on this analysis, the prediction accuracy is fur⁃
ther improved by exploiting some already-encoded nodes that 
are not used in the current prediction. Then, a weighted aver⁃
age strategy is introduced for the final attribute prediction of 
the node to be encoded. Extensive simulations are conducted 
and compared with the G-PCC as the anchor. Experimental re⁃
sults have confirmed that our proposed method outperforms 
both Test Model Category 13 (TMC13) and Geometry-Based 
Solid Content Test Model (GeS-TM) platforms in terms of all 
point cloud datasets provided by MPEG.

The remainder of this paper is organized as follows. Section 
2 succinctly reviews the related works on attribute coding in 
PCC and describes the current RAHT scheme of G-PCC in 
particular. Our proposed subnode-based prediction approach 
is then presented in Section 3. Section 4 provides experimen⁃
tal results and analysis and Section 5 concludes this paper.

2 Related Work
In this section, we first review the attribute coding schemes 

for PCC. They can be mainly divided into three categories, 
which are projection-based methods, prediction-based meth⁃
ods and transform-based methods. All of them have been intro⁃
duced to the MPEG PCC standards. To be more specific, the 
V-PCC utilizes projection-based methods while the other two 
strategies have been adopted by the G-PCC. Since our work 
mainly focuses on the geometry-based PCC, the research re⁃
lated to video-based PCC is outside the scope of this paper. 
Moreover, the current RAHT scheme and upsampled trans⁃
form domain prediction of G-PCC are also specifically de⁃
scribed as our background.
2.1 Point Cloud Attribute Coding Technologies

Among the existing attribute coding approaches, the 
prediction-based technology is one of the popular schemes to 
exploit spatial attribute correlations between points. For ex⁃
ample, the attribute prediction framework in G-PCC[10] intro⁃
duces a linear interpolation process by using the k-nearest 
neighbors (KNN) search algorithm. This prediction method is 
based on a LODs structure, which splits the whole point cloud 
into several subsets (i. e., refinement levels) according to the 
distance criterion. Based on the LODs, the point clouds are 
then reordered and encoded, where attributes of points are al⁃
ways predicted by their KNN in the previous LODs. Further⁃
more, an additional flag is provided in Ref. [15] to allow pre⁃
dictions by using points at the same level. On top of the pre⁃
diction framework, a lifting scheme[16] is proposed to promote 
attribute lossy coding. To be more specific, compared with the 
original prediction method, an update operator combined with 
an adaptive quantization strategy is added to improve the pre⁃
diction accuracy. Attributes of points in lower LODs are al⁃
ways assigned much higher influence weights because they 
are used as reference points with higher frequency and prob⁃
ability for predicting points in higher LODs.

Based on the above two prediction schemes, substantial 
works are investigated to further improve the attribute com⁃
pression efficiency. WEI et al. propose an enhanced intra-
prediction scheme[17] by considering the overall geometric dis⁃
tribution of the neighbors set. They introduce the centroid-
based criterion to measure the distribution uniformity of 
points in a predictive reference set. Since this scheme predic⁃
tively encodes the point clouds point by point, the prediction 
errors will accumulate and propagate, especially for points in 
higher LODs. Hence, a bilateral filter is proposed in Ref. [18] 
to update the reconstruction values of decoded points, which 
reduces error propagation when encoding subsequent points. 
In addition, YIN et al. attempt to optimize the predictive 
neighbor set by using the normal of point clouds[19], aiming at 
improving prediction precision for Light Detection and Rang⁃
ing (LiDAR) point clouds.

Besides prediction-based methods, other approaches con⁃
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tribute to reducing the attribute spatial redundancy in a trans⁃
form domain. For instance, to utilize the 2D discrete cosine 
transform (DCT), ZHANG et al. project the point clouds onto 
two-dimensional grids for color compression[20]. This 3D-to-2D-
based method inevitably fails to fully consider three-
dimensional spatial correlations. Hence, 3D-DCT-based meth⁃
ods are developed continuously, such as Refs. [21] and [22].

Apart from DCT, more complex transforms are introduced to 
attribute coding for PCC. The graph Fourier transform (GFT) is 
first applied to PCC in Ref. [23], which is an extension of the 
Karhunen-Loève transform (KLT). The graphs are constructed 
based on octree-decomposed point clouds, where the graph La⁃
placian matrix can be deduced by connecting the points within 
small neighborhoods. Then attributes are transformed, quan⁃
tized, and entropically encoded. Since the coding efficiency of 
the graph-based methods outperforms the DCT-based method, 
extensive follow-up works have been carried out on the attri⁃
bute graph transform coding. Specifically, an optimized graph 
transform method[24] is proposed to improve the Laplacian spar⁃
sity combined with k-dimensional tree partition and an RDO-
based quantization process. Then, XU et al. [25] introduce the 
normal of point clouds, in addition to geometric distance, to 
measure the connectivity between neighbor points. Moreover, 
they propose a predictive generalized graph transform 
scheme[26] to eliminate the temporary redundancy. Although 
the graph-based transform approaches exhibit superior coding 
performance, complicated matrix decomposition leads to real-
time difficulties in PCC.

Taking the complexity into consideration, RAHT is pro⁃
posed in Ref. [12] and finally adopted in G-PCC as the funda⁃
mental framework. Our work is closely related to the RAHT 
and corresponding techniques, which will be concisely de⁃
scribed in Section 2.2.
2.2 RAHT in MPEG G-PCC

RAHT is a Haar-inspired method with a hierarchical struc⁃
ture, which can be regarded as an extension of 1D HWT. The 
core of HWT is to represent functions and signals by using a 
series of wavelets or basis functions. Specifically, suppose a 
signal S has N elements. The HWT decomposes the original 
signal S into low-pass and high-pass components, which can 
be calculated as follows:
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where S2n and S2n + 1 denote two adjacent elements of signal s. 
The direct current (DC) and alternating current (AC) coefficients 
represent the low-frequency and high-frequency parts of the sig⁃
nal respectively. Generally speaking, the energy of the signal af⁃
ter the HWT is mainly concentrated on a few coefficients, espe⁃
cially the DC coefficients, and then appropriate quantization and 
entropy coding can achieve the purpose of compression.

In order to apply HWT for 3D point cloud attribute com⁃
pression, 1D HWT is applied sequentially along the x, y, and z 
directions. Specifically, the RAHT is conducted on a hierar⁃
chical octree based on the geometry information of point 
clouds, which starts from the leaf nodes (i. e., highest resolu⁃
tion level) and proceeds backward until the octree’s root node 
(i. e., lowest resolution level). In each level, the RAHT is ap⁃
plied to each unit node containing 2×2×2 subnodes. As shown 
in Fig. 1, the unit node is transformed along three directions to 
generate both DC and AC coefficients, where the DC coeffi⁃
cients along each direction will continue to be transformed 
while the AC coefficients will be output to be quantized and 
encoded. Note that the number of coefficients is the same as 
the number of occupied subnodes in a unit node, including 
one DC coefficient and several AC coefficients. Then, the DC 
coefficient obtained from the node at Level l will be used as 
the attribute of the node at Level l-1 for further transformation. 
After processing all unit nodes (N occupied nodes) at Level l, 
N generated DC coefficients (denoted as LLL ) continue to be 
transformed until the root node.

It should be noted that, in the current G-PCC, the dyadic 
RAHT decomposition[27] is adopted to adapt to more compli⁃
cated textures. The whole process of the dyadic RAHT is ex⁃
actly the same as the normal RAHT mentioned above, except 
that the AC coefficients obtained in each direction will be fur⁃
ther transformed like the DC coefficients. Another point to be 
emphasized is that, unlike HWT in Eq. (1), the wavelet trans⁃
form kernel for RAHT is modified according to

RAHT (w1, w2 ) = 1
w1 + w2

é

ë

ê

ê
êê
ê

ê ù

û

ú

ú
úú
ú

úw1 w2

- w2 w1  , (2)

▲Figure 1. Transform procedure of a unit node along three directions. 
The DC coefficient is denoted as L and H represents the AC coefficient. 
LL and LH represent the DC coefficient and AC coefficient of DC coeffi⁃
cient respectively, and so on

AC: alternating current     DC: direct current

Along the first direction

AC: alternating current     DC: direct current

Node in Level l

Along the second direction

Along the third direction

DC coefficients L

DC coefficients LL
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31



ZTE COMMUNICATIONS
December 2023 Vol. 21 No. 4

YIN Qian, ZHANG Xinfeng, HUANG Hongyue, WANG Shanshe, MA Siwei 

Special Topic   Lossy Point Cloud Attribute Compression with Subnode-Based Prediction

where w1 and w2 represent the number of points in two adja⁃
cent nodes, which makes the transform more adaptive to the 
sparsity of point clouds.

To further explore the local spatial correlation, the inter-
depth upsampling (IDUS) method[13] is proposed to predict at⁃
tributes of nodes in the transform domain. As shown in Fig. 2, 
the upsampling process is realized by means of a weighted av⁃
erage based on geometric distance in the mean attribute 
space. During the prediction procedure, for each node at 
Level l, there are mainly two types of nodes used for predic⁃
tion, which are parent-level neighbors at Level l-1 and 
subnode-level neighbors at Level l[14]. However, there are still 
some already-encoded neighbors that are not utilized in the 
current prediction and the prediction reference relationship 
can be further refined to improve the attribute compression ef⁃
ficiency.
3 Proposed Approach

Based on the framework described in Section 2.2, we pro⁃
pose a subnode-based transform domain prediction for RAHT 
that considers more accurate spatial correlations among 
nodes. In addition to the parent-level neighbors and subnode-
level neighbors in G-PCC, some other effective neighbors are 
also utilized for upsampled transform domain prediction. As il⁃
lustrated in Fig. 3, the parent-level neighbors at level l-1 in⁃
clude three types of nodes, which are the parent node (Npm), 
co-plane parent neighbor node (sharing a side with the sub⁃
node to be predicted, Ncppnn), and co-line parent neighbor 
node (sharing an edge with the subnode to be predicted, 
Nclpnn). For the subnode-level neighbors at Level l, there are 
the co-plane subnode in the co-plane parent neighbor node 
(Ncpsn), co-line subnode in the co-line parent neighbor node 
(Nclsncl) and proposed co-line subnode in the co-plane parent 
neighbor node (Nclsncp). With these predictive reference 

nodes, we design an optimized transform domain prediction 
for RAHT. Compared with the original prediction scheme in 
G-PCC, we first introduce already-encoded neighbor nodes 
Nclsncp as reference candidates and the neighbor search for 
nodes Nclsncp is described in Section 3.1. Since a new type of 
predictive reference neighbors is added, we further propose a 
geometric distribution-based prediction to refine the original 
node prediction reference relationship, which is then detailed 
in Section 3.2.
3.1 Neighbor Search for Reference Candidates

Since the proposed co-line subnodes (Nclsncp) exist in the 
co-plane parent neighbor nodes (Ncppnn), the neighbor search 
is mainly decomposed into two stages: 1) determining the co-
plane parent neighbor nodes and 2) deciding co-line subnodes 
reference candidates. Specifically, for each subnode to be pre⁃
dicted, the corresponding parent node has at most six co-
plane parent neighbor nodes. Among them, already-encoded 
subnodes Nclsncp can only exist in three parent neighbor 
nodes (Fig. 4), which are located on the left, front and bottom 
of Npn respectively.

Further considering 
the position of each sub⁃
node to be predicted in 
its Npn as well as the 
distribution of corre⁃
sponding Ncppnn, the 
detailed existence of 
Nclsncp of each subnode 
to be predicted is shown 
in Fig. 4. Note that the 
position indexes (from 0 
to 8) are organized ac⁃
cording to the Morton or⁃
der. Specifically, we de⁃
note Ntbp i as the i-th 
subnode to be predicted 
in the same Npn. Then, 
it can be seen that only 
Ntbp 0 contains six 

Parent-level nodes in Level 
l-1

Parent node
Co-plane parent neigh⁃bor node

Co-line parent neighbor node

Subnode-level nodes in Level l

Co-plane subnode
Co-line subnode in Nclpnn

Co‐line subnode 
in Ncppnn

Type Description Symbols in Diagram

Ncppnn

Ncpsn

Nclpnn

Nclsncl
Npn

Nclsncp

▲Figure 3. Notations of different types of nodes for transform domain 
prediction, which include parent-level neighbor nodes at level l-1 and 
subnode-level neighbor nodes at level l 𝑙

▲ Figure 2. Upsampled transform domain prediction for region adaptive hierarchical transform (RAHT) in 
geometry-based point cloud compression (G-PCC), where upsampling prediction is performed in the mean attribute 
space and transformation is performed in the sum attribute space

Neighbors at Level l-1

Neighbors at Level l
Decoded attributes at Level l

at Level l
Original sum of attributes

at Level l-1
Decoded sum of attributes

at Level l-1
Decoded mean attributes

attributes at Level l
Predicted mean

Predicted sum of attributes 
at Level l
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Transform Transform Inverse normalization

Transformed residuals

-
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Nclsncp reference candidates. Ntbp 1, Ntbp 2 and Ntbp 4 in⁃
clude four Nclsncp reference candidates. Ntbp 3, Ntbp 5 and 
Ntbp 6 include two Nclsncp reference candidates. Ntbp 7 has 
no Nclsncp reference candidate. More detailed information is 
listed as follows:

• Ntbp 0 candidates located in No. 5 and No. 6 subnodes of 
the left Ncppnn, No. 3 and No. 5 subnodes of the bottom 
Ncppnn, and No. 3 and No. 6 subnodes of the front Ncppnn.

• Ntbp 1 candidates located in No. 4 and No. 7 subnodes of 
the left Ncppnn and No. 2 and No. 7 subnodes of the front 
Ncppnn.

• Ntbp 2 candidates located in No. 4 and No. 7 subnodes of 
the left Ncppnn and No. 1 and No. 7 subnodes of the bottom 
Ncppnn.

• Ntbp 3 candidates located in No. 5 and No. 6 subnodes of 
the left Ncppnn.

• Ntbp 4 candidates located in No. 2 and No. 7 subnodes of 
the front Ncppnn and No. 1 and No. 7 subnodes of the bottom 
Ncppnn.

• Ntbp 5 candidates located in No. 3 and No. 6 subnodes of 
the front Ncppnn.

• Ntbp 6 candidates located in No. 3 and No. 5 subnodes of 
the bottom Ncppnn.

Among these reference candidates described above, the 
existing occupied (i. e., non-empty node) Nclsncp can be 
searched by using the relative position relationship with each 
corresponding Ntbp i. In addition to the proposed Nclsncp, 
we also introduce a prediction scheme based on geometric 
distribution by using Npn, Ncppnn and Nclpnn at Level l-1 
and Ncpsn and Nclsncl at Level l, which will be detailed in 
the next section.
3.2 Prediction Based on Geometric Distribution

For each subnode to be predicted Ntbp i in its parent node 
Npn, we propose to predict them according to the distribution 
of their neighbor subnodes in the co-plane parent node neigh⁃
bor nodes. First of all, the distribution can be mainly divided 

into the following three categories, a total of six sub-
categories, mainly including:

• Distribution 1: The existing Ncppnn contains Ncpsn, in⁃
cluding three cases: 1) only one Ncpsn, 2) one Ncpsn and one 
Nclsncp, and 3) one Ncpsn and two Nclsncp.

• Distribution 2: The existing Ncppnn does not contain 
Ncpsn but contains at least one Nclsncp, including two cases: 
1) only one Nclsncp and 2) two Nclsncp.

• Distribution 3: The existing Ncppnn does not contain any 
of Ncpsn and Nclsncp.

Then, the corresponding target prediction mode can be de⁃
termined by the three types of neighbor subnode distribu⁃
tions. For each subnode to be predicted, in addition to their 
Npn  that will definitely participate in the prediction, the pre⁃
diction reference of other nodes is shown in Fig. 5. Specifi⁃
cally, for Ncppnn, we will first determine whether it contains 
Ncpsn, and if so (i. e., satisfying Distribution 1), the attribute 
value of Ncpsn will be used as the prediction instead of the at⁃
tribute value of its corresponding Ncppnn whether it contains 
Nclsncp or not. Then, if there is no Ncpsn in Ncppnn, we fur⁃
ther determine whether it contains at least Nclsncp, and if so 
(i.e., satisfying Distribution 2), the average attribute value of 
Nclsncp will be used as the prediction instead of the attribute 
value of its corresponding Ncppnn. If it contains neither of the 
above two conditions (i.e., satisfying Distribution 3), the attri⁃
bute value of Ncppnn will be directly used for prediction. Be⁃
sides Ncppnn, for Ncppnn, the attribute value of Nclsncl will 
be used as the prediction instead of the attribute value of its 
corresponding Nclpnn if it has Nclsncl, which is the same as 
the current G-PCC.
4 Experiments

To validate the effectiveness of the proposed method, we 
implement our subnode-based prediction scheme on top of the 
latest MPEG G-PCC reference software TMC13-v22.0[28] and 
GeS-TM-v2.0[29]. Extensive simulations have been conducted 
in accordance with the common test conditions (CTCs) [30] 

▲Figure 4. Schematic diagram of co-line subnodes of each subnode to be encoded in the same parent node, where the position indexes are organized 
according to the Morton order

Morton order

Subnode to be predicted Co-line subnode Parent node Co-plane parent neighbor node

z

y

x
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where the octree and RAHT configuration are applied for ge⁃
ometry and attribute respectively. In terms of the test condi⁃
tions, as shown in Table 1, C1 (i.e., lossless geometry lossy at⁃
tributes) and C2 conditions (i. e., near-lossless/lossy geometry 

lossy attributes) are both evalu⁃
ated on the reference software 
TMC13-v22.0 and GeS-TM-v2.0.
4.1 Datasets

The test datasets provided by 
MPEG G-PCC can be mainly clas⁃
sified into three categories: Cat⁃
egory 1—Static Objects and 
Scenes datasets (i. e., Cat1), Cat⁃
egory 2—Dynamic Objects datas⁃
ets (i. e., Cat2), and Category 3—
Dynamic Acquisition datasets (i.
e., Cat3). Specifically, sequences 
in Cat1 are further divided based 
on the density and surface conti⁃
nuity of point clouds (i. e., Solid, 
Dense, Sparse, and Scant). For 
Cat2, test classes A, B and C indi⁃
cate the complexity of point 
clouds, where A is the lowest and 
C is the highest. The division of 
Cat3 is more detailed, including 
automotive frame-based data ac⁃
quired by spinning and non-
spinning LiDAR sensors (i.e., Am-
frame) and automotive LiDAR ac⁃

quired data after fused and reprocessed (i.e., Am-fused). Note 
that Am-fused datasets have both color and reflectance attri⁃
butes. In terms of the CTCs, the Cat1 and Cat3 datasets are 
tested on TMC13v22.0 while the Cat2 datasets are tested on 
GeS-TMv2.0. All test sequences mentioned above are avail⁃
able in the MPEG content repository[31].
4.2 Performance Evaluations

The attribute compression performances compared with 
TMC13-v22.0 are shown in Table 2, where the negative Bjon⁃
tegaard delta (BD) rate illustrates the coding gains against the 
anchor. From Table 2, it can be seen that consistent coding 

▼Table 2. Performance of the proposed method against TMC13-v22.0 under C1 and C2 configurations

Dataset Category
Solid average
Dense average
Sparse average
Scant average

Am-fused average
Am-frame spinning average

Am-frame non-spinning average
Overall average

Average encoding/decoding time/%

C1 End-to-End BD-Attribute Rate/%
Luma
−0.4
−0.2
−0.2
−0.2
−0.3

/
/

−0.2

102/103

Chroma Cb
−0.3
−0.2
−0.2
−0.2
−1.2

/
/

-0.3

Chroma Cr
−0.4
−0.2
−0.1
−0.3
−1.1

/
/

-0.3

Reflectance
/
/
/
/

−1.1
−0.3
−0.6
-0.5

C2 End-to-End BD-Attribute Rate/%
Luma
−0.2
−0.2
−0.2
−0.2
−0.1

/
/

-0.2

100/107

Chroma Cb
−0.3
−0.5
−0.1
−0.3
−0.6

/
/

-0.3

Chroma Cr
−0.2
−0.1
−0.3
−0.2
−0.7

/
/

-0.2

Reflectance
/
/
/
/

−0.2
−0.2
−0.2
-0.2

BD: Bjontegaard delta

▼Table 1. Common test conditions in G-PCC

G-PCC Platform
TMC13
GeS-TM

Conditions
C1
√
√

C2
√
√

Datasets
Cat1

√
Cat2

√

Cat3
√

G-PCC: geometry-based point cloud compression

▲Figure 5. Transform domain prediction based on the three types of neighbor subnode geometric distri⁃
butions
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gains can be achieved both under C1 and C2 conditions for all 
categories. Specifically, 0.2%, 0.3% and 0.5% bitrate reduc⁃
tion for luma, chorma and reflectance are obtained under the 
C1 condition respectively. 0.2%, 0.3% and 0.2% bitrate re⁃
duction for luma, chroma Cb and Cr as well as 0.2% bitrate re⁃
duction for reflectance are obtained under C2 condition re⁃
spectively. Especially for Am-fused datasets, there are over 
1% coding gains under the C1 condition for chroma Cb 
(1.2%), chroma Cr (1.1%) and reflectance (1.1%). Besides the 
R-D performance, the computational complexity is evaluated 
by using the average encoding and decoding time. There are 
only 2% and 3% extra increases on the encoding and decod⁃
ing time on the C1 condition, with no complexity increase for 
encoding on the C2 condition.

Apart from TMC13-v22.0, we also compare our proposed 
method with GeSTM-v2.0 for Cat2. As shown in Table 3, 
consistent coding gains can be also achieved both under C1 
and C2 conditions for all Cat2 datasets. Specifically, 0.4%, 
0.4% and 0.5% bitrate reduction for luma, chroma Cb and 
chroma Cr are obtained under the C1 condition respec⁃
tively. 0.3%, 0.3% and 0.4% bitrate reduction for luma, 
chroma Cb and Cr are obtained under the C2 condition re⁃
spectively. In terms of computational complexity, the encod⁃
ing time increases by 6% while the decoding time increases 
by 10%.

To further evaluate the prediction effect of the proposed 
optimization scheme, we also count the errors during the 
transform domain prediction stage. Specifically, for each se⁃
quence in Cat1, prediction errors of all slices are accumu⁃
lated if the upsampled prediction is enabled. As illustrated 
in Fig. 6, the average prediction errors of each type of point 
cloud are all smaller than that of the original prediction 
scheme in TMC13-v22.0. Therefore, our proposed method 
can effectively improve compression efficiency by reducing 
prediction errors.
5 Conclusions

In this paper, a subnode-based prediction is proposed to im⁃
prove the lossy point cloud attribute compression for the 

MPEG G-PCC platform. Based on the original upsampled 
transform domain prediction scheme, we leverage some 
already-encoded neighbor nodes at the same level as the cur⁃
rent node to be encoded to optimize the original prediction 

▼ Table 3. Performance of the proposed method against GeSTM-v2.0 
under C1 and C2 configurations

Dataset Category

Cat2-A average
Cat2-B average
Cat2-C average

Overall average

Avgerage encoding/
decoding time (%)

C1 BD-Rate/%
L

−0.4
−0.3
−0.5
-0.4

106/109

Cb
−0.5
−0.3
−0.4
-0.4

Cr
−0.5
−0.3
−0.5
-0.5

C2 BD-Rate/%
L

−0.3
−0.2
−0.4
-0.3

101/110

Cb
−0.3
−0.2
−0.4
-0.3

Cr
−0.4
−0.2
−0.3
-0.4

BD: Bjontegaard delta

▲ Figure 6. Prediction errors of the proposed method compared with 
the original prediction scheme in geometry-based point cloud compres⁃
sion (G-PCC) (i.e., reference software TMC13-v22.0)

Solid
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8 441 000
8 440 000
8 439 000
8 438 000
8 437 000
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Pre
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TMC13-v22.0 Proposed method
(c)

Scant

Pre
dic

tion
 err
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86 270 000
86 260 000
86 250 000
86 240 000
86 230 000
86 220 000
86 210 000

86 262 056

Dense

86 228 331

TMC13-v22.0 Proposed method
(b)

126 860 000
126 840 000
126 820 000
126 800 000
126 780 000
126 760 000
126 740 000
126 720 000
126 700 000

TMC13-v22.0 Proposed method

126 841 602

126 754 323
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process. Additionally, a more refined prediction reference rela⁃
tionship is introduced based on the geometric distribution 
among neighbor nodes. Extensive simulation results demon⁃
strate that our proposed method can achieve consistent coding 
gains on all types of point clouds, whether sparse LiDAR point 
clouds, dense colored point clouds, or multi-attribute point 
clouds, compared to the latest G-PCC test models.
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Abstract: Light detection and ranging (LiDAR) sensors play a vital role in acquiring 3D point cloud data and extracting valuable information 
about objects for tasks such as autonomous driving, robotics, and virtual reality (VR). However, the sparse and disordered nature of the 3D 
point cloud poses significant challenges to feature extraction. Overcoming limitations is critical for 3D point cloud processing. 3D point cloud 
object detection is a very challenging and crucial task, in which point cloud processing and feature extraction methods play a crucial role and 
have a significant impact on subsequent object detection performance. In this overview of outstanding work in object detection from the 3D 
point cloud, we specifically focus on summarizing methods employed in 3D point cloud processing. We introduce the way point clouds are pro⁃
cessed in classical 3D object detection algorithms, and their improvements to solve the problems existing in point cloud processing. Different 
voxelization methods and point cloud sampling strategies will influence the extracted features, thereby impacting the final detection perfor⁃
mance.
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1 Introduction

3D object detection is critical for applications such as au⁃
tonomous driving, robotic system navigation, and auto⁃
mation systems. The goal of 3D object detection is to lo⁃
cate and identify objects in 3D scenes. Specifically, its 

purpose is to estimate oriented 3D bounding boxes and seman⁃
tic categories of objects from point cloud data and provide im⁃
portant information for subsequent analysis and processing. 
3D point cloud object detection is a challenging task. Here are 
some major difficulties:

1) Occlusion: In complex scenes, target objects may be oc⁃
cluded by other objects, which affects the performance of de⁃
tection algorithms.

2) Sparsity: Due to the working principle of light detection 
and ranging (LiDAR), point cloud data are usually sparse, 
which means that there are fewer effective points on the target 
object.

3) Point cloud noise: Noise points may be generated during 
the LiDAR scanning process, which will interfere with the per⁃
formance of the detection algorithm.

4) Real-time requirements: 3D point cloud object detection 

usually needs to be completed in real time.
The object detection algorithm is a computer vision technol⁃

ogy that can identify and locate specific objects in images or 
point clouds and is divided into 2D object detection[1–3] and 
3D object detection[4–8]. These algorithms typically use deep 
learning techniques. Object detection includes tasks such as 
classification, localization, detection, and segmentation. Clas⁃
sification refers to obtaining what type of object is included in 
the image or point cloud data. Localization refers to the posi⁃
tion of the given object. Detection refers to locating the posi⁃
tion of an object and judging the category of the object. Seg⁃
mentation refers to determining which object or scene each 
point or each pixel belongs to. Object detection algorithms are 
widely used in many fields, such as face recognition, auto⁃
matic driving, and industrial inspection. For example, in face 
recognition, object detection algorithms can be used to auto⁃
matically detect and track human faces and recognize the de⁃
tected faces. Unmanned driving applications rely on object de⁃
tection algorithms to give the poses of other traffic participants 
to deal with complex road conditions.

The point cloud processing method is a primary part of the 
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3D point cloud object detection algorithm. It can be roughly 
divided into the following two categories: the voxel-based 
point cloud processing method and point-based point cloud 
processing method.

The voxel processing method converts point cloud data into 
voxel representations, which are then processed using 3D con⁃
volutional neural networks (CNN). The point-based method is 
directly applied to the raw point cloud data, without convert⁃
ing it into grids. The point-based method can preserve the 
original characteristics and information of the point cloud and 
have lower computational cost and memory consumption.

However, the point-based method also faces some difficul⁃
ties, such as dealing with the irregular structure and varying 
density of the point cloud and designing suitable algorithms or 
models for the points. Two major types of methods exist for 
processing the points: clustering-based methods[9–10] and deep 
learning-based methods[11–12]. Based on the clustering 
method, the appropriate clustering algorithm is selected and 
the clustering parameters are determined by the characteris⁃
tics of the data. After denoising and merging adjacent cluster⁃
ing operations, the processing results are obtained. The 
method based on deep learning needs to prepare labeled data, 
select and train an appropriate deep learning model, and use 
the trained model to process the point cloud.

Our contribution can be summarized as follows:
1) We summarize voxel-based point cloud processing meth⁃

ods and find that the voxel-based methods can improve the 
processing performance of point clouds by optimizing the 
voxel partitioning scheme, improving the network structure 
for voxelized point clouds and the data structure for point 
clouds.

2) We summarize point-based point cloud processing meth⁃
ods and find that the point-based methods can improve the 
processing performance of point clouds by improving the sam⁃
pling strategy of point clouds, combining the advantages of 
voxel-based methods, and optimizing the representation of 
points.
2 Basic Concepts and Metrics

1) Voxelization
Point cloud voxelization in Fig. 1 refers to the process of 

converting point cloud data into a voxel representation. Voxel⁃
ization is to divide the point cloud into a spatially uniform 
voxel grid and generate many-to-one mapping between 3D 
points and their corresponding voxels.

The voxelized point cloud data will be stored in memory in 
an orderly manner, which is beneficial to reduce random 
memory access and increase the efficiency of data calculation. 
Moreover, voxelization enables the ordered storage and down-
sampling of data, which allows such methods to handle much 
larger point cloud data. The voxelized data can also leverage 
spatial convolution effectively, which facilitates the extraction 
of local features at multiple scales and levels.

2) BEV
The bird’s eye view (BEV) based algorithm is an advanced 

computer vision technique used in the field of autonomous 
driving. Using a combination of sensors and cameras, the algo⁃
rithm creates a high-resolution overhead view of the vehicle’s 
surroundings. The BEV perspective is shown in Fig. 2.

One of the advantages of BEV is that it provides a compre⁃
hensive view of the environment, providing a complete picture 
of the environment, unlike other computer vision techniques 
that only focus on specific objects in the environment. The per⁃
spective can provide more information for subsequent plan⁃
ning decisions. Another advantage is accuracy. A high-
resolution top view can provide more accurate information. 
One disadvantage of the BEV-based algorithm is that BEV re⁃
quires high computing power, which is challenging in real-
time systems.

BEV is currently a very popular point cloud processing per⁃
spective. The methods related to BEV are proposed in Refs. 
[13–17]. Ref. [18] demonstrates the robustness capability of 

▲ Figure 1. Schematic representation of point cloud voxelization. Due 
to the sparsity and uneven distribution of point clouds, the number of 
point clouds in each voxel is unevenly distributed. There are even many 
voxels without point clouds. The voxel feature encoding (VFE) layer bal⁃
ances this through sampling

▲Figure 2. Bird’s eye view based representation
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the BEV method.
3) FPS
Farthest point sampling (FPS) is a commonly used sampling 

algorithm, especially suitable for LiDAR 3D point cloud data. 
It can guarantee uniform sampling of samples, so it is widely 
used. For example, in PointNet++[12], a 3D point cloud deep 
learning framework, sample points are sampled by FPS and 
then clustered as the receptive field; in VoteNet[19], the scat⁃
tered points obtained by voting are sampled by FPS and then 
clustered; in PVN3D[20], a 6D pose estimation algorithm, it is 
used to select eight feature points of the object to vote and cal⁃
culate the pose.

The principle of the FPS algorithm is: Given a point cloud 
with N points, a point P0 is selected from the point cloud as 
the starting point to obtain a sampling point set S = {P0}. Then 
we calculate the distance from all points to P0 to form an N-
dimensional array L, select the point corresponding to the 
maximum value as P1, and update the sampling point set S = 
{P0, P1}. Then we calculate the distance from all points to P1. For each point Pi, if the distance to P1 is less than L[i], L[i] = 
d(Pi, P1) is updated. Therefore, the stored L in the array is al⁃
ways the shortest distance from each point to the sampling 
point set S. The point corresponding to the maximum value in 
L is then selected as P2 and the sampling point set S = {P0, P1, 
P2} is updated. The above steps are repeated until N’ target 
sampling points are sampled.

Several evaluation metrics are commonly used to assess the 
performance of an algorithm in 3D object detection. Here are 
some of the most common ones:

• Average precision (AP): This is a widely used metric that 
measures the accuracy of object detection algorithms. It is cal⁃
culated by computing the area under the precision-recall 
curve. AP is often used to compare the performance of differ⁃
ent algorithms on a given dataset.

• Intersection over union (IoU): This metric measures the 
overlap between the predicted bounding box and the ground 
truth bounding box. It is calculated as the ratio of the intersec⁃
tion area to the union area of the two boxes. IoU is often used 
as a threshold to determine whether a detection is true posi⁃
tive or false positive.

• Mean average precision (mAP): This metric is similar to 
AP, but it is calculated by taking the average of AP values 
across multiple object categories; mAP is often used to evalu⁃
ate the overall performance of an object detection algorithm.

• Precision: This metric measures the proportion of true 
positives among all detections. It is calculated as TP/(TP + 
FP), where TP is the number of true positives and FP is the 
number of false positives.

• Recall: This metric measures the proportion of true posi⁃
tives among all ground truth objects. It is calculated as TP/(TP+
FN), where TP is the number of true positives and FN is the 
number of false negatives.

These metrics are important for evaluating 3D object detec⁃

tion because they provide a quantitative measure of the object 
performance. By comparing these metrics across different algo⁃
rithms, researchers can identify which ones are most effective 
for a given task.
3 Voxel-Based Point Cloud Processing Methods

Voxel-based 3D point cloud object detection methods con⁃
vert irregular point clouds into compact-shaped voxelized rep⁃
resentations and then efficiently extract point cloud features 
for 3D object detection through 3D convolutional neural net⁃
works. During voxelization, the point cloud data are divided 
into a certain number of voxels, and these voxels are grouped 
and down-sampled. Since the point cloud data need to be 
down-sampled during the voxelization process, some detailed 
information will be lost. The degree of information loss is 
closely related to the chosen resolution.

Although the voxelization process causes information loss, 
it has many advantages. First, the voxelized point cloud data 
will be stored in an orderly manner in memory, which will 
help reduce random memory access and increase data comput⁃
ing efficiency. Second, thanks to the ordered storage and 
down-sampling of data brought about by voxelization, this type 
of method can handle point cloud data in a large amount. In 
addition, the voxelized data can efficiently be processed by 
spatial convolution, which is beneficial for extracting multi-
scale and multi-level local feature information.

When it comes to voxel-based methods[5, 21–24], VoxelNet[21] 
has to be mentioned, which is a pioneering work. VoxelNet 
proposes a voxel feature encoding (VFE) layer, which groups 
points within a voxel in Fig. 1, and the number of point clouds 
after grouping is not exactly the same. In order to reduce the 
imbalance of the number of point clouds between groups, re⁃
duce the sampling deviation, and save computing resources, 
the grouped point clouds are randomly sampled so that the 
number of points in each group does not exceed a fixed value 
T. In each group, they apply PointNet[11] to learn features on 
each point and aggregate point features to obtain voxel-level 
features.

VFE is an important module. The VFE layer in Fig. 3 voxel⁃
izes the original 3D point cloud data and learns voxel-level 
features. This method combines the original point cloud repre⁃
sentation and 3D voxel representation. After extracting features 
from the point cloud, VoxelNet uses convolutional middle lay⁃
ers and region proposal networks (RPNs)[25] to generate the final 
3D detection box.

The key innovation of VoxelNeXt[5] is to omit the steps of an⁃
chor, sparse⁃to⁃dense, RPN, non max suppression (NMS), etc., 
and directly predict objects from sparse voxel features. Based 
on VoxelNet, VoxelNeXt has better accuracy and a speed 
trade-off than other detectors in nuScenes[26]. Compared with 
the CenterPoint[27], fully sparse 3D object detector (FSD) [28] 
and other methods, VoxelNeXt is more friendly to long-
distance object detection in Fig. 4.
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VoxelNeXt shows that fully sparse voxel-based representa⁃
tions are very effective for LiDAR 3D detection and tracking. 
VoxelNeXt proposed a fully sparse voxel-based network, 
which uses ordinary sparse convolutional networks for direct 
prediction. It uses only one extra down-sampling layer to opti⁃
mize the sparse backbone network, and this simple modifica⁃
tion enlarges the receptive field. This simple sparse linkage re⁃
quires no additional parameterization layers and has a little 
additional computational cost.

VoxelNeXt places sparse features directly on the BEV 
plane and then combines features at the same location. It 
takes no more than 1 ms, but the effect is better than 3D 
sparse features. VoxelNeXt is entirely voxel-based and con⁃
tinuously clips irrelevant voxels along the down-sampling 
layer, which further saves computational resources and does 
not affect detection performance. Using the above-mentioned 

method to process voxels reduces calcula⁃
tion consumption without degrading per⁃
formance.

The way of voxelization is not set in 
stone. For example, the classic Voxel⁃
Net[21] and sparsely embedded convolu⁃
tional detection (SECOND) [22] divide the 
point cloud into a voxel to form a regular 
and dense voxel set, while SECOND uses 
sparse embedded convolution to improve 
efficiency.

To make a trade-off between accuracy 
and computation efficiency, PointPillars 
converts point clouds into pillars. Specifi⁃
cally, PointPillars divides the x axis and y 
axis of point cloud data into grids, and the 
data in the same grid is considered as a 
pillar (Fig. 5). This voxel division method 
can be considered to divide only one voxel 
on the z axis; P non-empty columns are 
generated after division; each column con⁃
tains N point cloud data (more than N 
points are sampled as N points, and less 
than N points are filled with 0), and each 
point extracts D-dimensional features. 
There are nine features in PointPillar, 
which are (x, y, z, r, xc, yc, xp, yp), where x, 
y and z are the 3D coordinates of the 
point, r is the reflection intensity, xc and yc are the distances from the center of the 
point cloud in the pillar, and xp and yp are 
the offset from the geometric center of the 
pillar.

In addition to improving the way of vox⁃
elization, the use of special data struc⁃
tures can also enhance the detection per⁃
formance. The Octree-Based Transformer 

▲Figure 3. Each sampled voxel (the number of point clouds t < T) is transformed into a feature 
space point by point through a fully connected neural network and then the information is aggre⁃
gated from the point features to encode the surface shape contained in the voxel. The aggregated 
features are obtained element by element through max pooling. The point-wise feature and lo⁃
cally aggregated feature connection are then aggregated to get a point-wise concatenated feature

▲Figure 5. Pillar division scheme of PointPillars

(a) Overall latency comparison (b) Head latency comparison
FSD: fully sparse 3D object detector

▲Figure 4. Latency on Argoverse2 and various perception ranges
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(OcTr) [29] algorithm first performs self-attention on the top 
level, constructs a dynamic octree on the hierarchical pyra⁃
mid, and recursively propagates to the lower layer constrained 
by octants. This method can not only capture rich features 
from coarse-grained to fine-grained, but also control the com⁃
putational complexity. Extensive experiments are conducted 
on Waymo Open Dataset[30] and Karlsruhe Institute of Technol⁃
ogy and Toyota Technological Institute (KITTI) Dataset[31], and 
OcTr achieves new state-of-the-art results.

The performance of different detection models in three cat⁃
egories (Car, Pedestrian, and Cyclist) on the KITTI dataset[31] 
is listed in Table 1. The voxel-based method can achieve ex⁃
cellent performance by improving the processing method after 
extracting voxel features. Compared with VoxelNet, SECOND 
is modified to a sparse embedded convolution method to ob⁃
tain a performance improvement. PointPillars proposes a way 
to balance accuracy and computational efficiency. A more ap⁃
propriate voxel division method can achieve better results. 
The improvement made by OcTr is to use the transformer and 
the special octree data structure, which achieves better re⁃
sults. VoxelNeXt directly predicts objects based on sparse 
voxel features, without the need for sparse-to-dense conver⁃
sion operations. In summary, voxelization is a method that can 
process large-scale point cloud data quickly and efficiently. 
The idea of voxelization is to process the unstructured point 
cloud into structured data and use the characteristics of CNN 
to process structured data to extract features from the point 
cloud. But nothing is perfect. Detailed information may be lost 
during the voxelization process, and voxelization is a computa⁃
tionally expensive step.
4 Point-Based Point Cloud Processing Methods

The point-based 3D point cloud object detection method is 
a method to perform object detection on the raw point cloud 
data. This approach preserves the unstructured form of the 
point cloud, but achieves a more compact representation by 
sampling the point cloud from its original size to smaller fixed-
size N points. Sampling methods usually include random sam⁃
pling and FPS, as well as several innovative sampling point 
methods[32].

Random sampling is achieved by randomly drawing points 
until N points are selected. But random sampling suffers from 

the scenario where points in denser regions of the point cloud 
are sampled more frequently than points in sparser regions of 
the point cloud. The FPS algorithm can mitigate this bias by 
using an iterative process to select points based on the fur⁃
thest distance criterion. In each iteration, FPS first calculates 
the minimum distance from the unsampled point to the point 
set (the first point is randomly sampled and the second point 
is the point furthest from the first point) and then selects the 
furthest unsampled point .The final result is a more represen⁃
tative point cloud, but this method also suffers from expensive 
calculation costs.

The effect of PointNet[11] in point cloud-based methods is 
similar to that of VoxelNet in voxel-based methods. PointNet 
is a neural network-based approach that directly processes 
point cloud data for classification and segmentation. Operat⁃
ing directly on the raw point cloud eliminates unnecessary 
transformations of the data representation.

PointNet is a simple yet efficient point cloud feature extrac⁃
tor. It has three key modules: the symmetry function for unor⁃
dered input, local and global information aggregation, and 
alignment network. Key to PointNet is that it can process un⁃
sorted point cloud data, when the disorder of point cloud is 
challenging in point cloud processing.

Based on Pointnet, Pointnet++[12] provides a hierarchical 
point cloud processing method that can effectively learn the lo⁃
cal structure in the point cloud. Pointnet++ can handle more 
complex tasks such as scene segmentation, shape part segmen⁃
tation, and 3D object detection.

The key technology of Pointnet++ is the introduction of hier⁃
archical processing. Pointnet++ adopts a layered architecture. 
The entire point cloud is first sampled and then subdivided 
into smaller local areas and local features are learned on these 
local areas (set abstraction). Finally, these local features are 
aggregated to obtain global features. A Pointnet++ network 
consists of an encoder and a decoder. The encoder contains a 
collection abstraction module and the decoder contains a fea⁃
ture propagation module.

These two methods have promoted the application of point 
cloud data in the field of 3D vision and achieved remarkable 
research progress. There are also some extended meth⁃
ods[33–35]. Based on the PointNet series network, the feature 
extraction is directly applied to the original point cloud data. 

▼Table 1. Performance of VoxelNet, SECOND, PointPillars and OcTr on the KITTI dataset[31]

Method
VoxelNet[21]

SECOND[22]

PointPillars[24]

OcTr[29]

Modality
LiDAR
LiDAR
LiDAR
LiDAR

APCar
Easy
81.97
83.13
79.05
88.43

Moderate
65.46
73.66
74.99
78.57

Hard
62.85
66.20
68.30
77.16

APPedestrian
Easy
57.86
51.07
52.08
61.49

Moderate
53.42
42.56
43.53
57.17

Hard
48.87
37.29
41.49
52.35

APCyclist
Easy
67.17
70.51
75.78
85.29

Moderate
47.65
53.85
59.07
70.44

Hard
45.11
46.90
52.92
66.17

AP: Average precision
KITTI: Karlsruhe Institute of Technology and Toyota Technological Institute
LiDAR: light detection and ranging

OcTr: Octree-Based Transformer
SECOND: sparsely embedded convolutional detection
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This type of method is generally divided into two steps. The 
first step is often to propose a rough candidate frame and the 
second step is to adjust and refine the position of the candi⁃
date frame.

Down-sampling operations are generally required for point 
cloud processing. Down-sampling can not only reduce the 
amount of data, but also remove some noise to improve the 
quality of point cloud data to a certain extent.

Commonly used point cloud down-sampling methods in⁃
clude random sampling, uniform sampling, furthest point sam⁃
pling, etc. Different sampling methods have different advan⁃
tages. Random sampling has the lowest time complexity, but 
retains relatively few point cloud features. Uniform sampling 
can preserve the overall distribution of point clouds, but the 
disadvantage is that it retains fewer point cloud features and 
cannot retain more detailed information. The advantage of fur⁃
thest point sampling is that it can retain edge information. It is 
suitable for large-scale data processing and can quickly com⁃
plete down-sampling, but it has high time complexity.

1) Improvement of the sampling method. The authors in 
Ref. [36] propose a lightweight and effective point-based 3D 
single stage object detector, named 3DSSD and believe that 
the feature propagation (FP) layer and refining process in the 
PointNet series methods[33, 37–38] will consume more than half 
of the time, but simply removing these modules and leaving 
only the set abstract (SA) layer to directly perform a single-
stage proposal can result in a decrease in accuracy. They also 
believe that the down-sampling operation of the SA layer is 
based on the distance-based furthest point sampling method 
(D-FPS), which tends to retain background points. Therefore, 
they propose a new sampling method named F-FPS to filter 
background points and retain foreground points.

They use both spatial distance and semantic feature dis⁃
tance as the criterion in FPS. It is formulated as C ( A, B) =
 λLd( A, B) + Lf ( A, B), where Ld( A, B) is D-FPS, Lf ( A, B) is 
F-FPS, and λ is the balance factor. As shown in Table 2, F-
FPS has the highest recall at λ = 1.0, where λ is the weight of 
D-FPS and F-FPS. Both the spatial distance and semantic fea⁃
ture distance are the criterion in FPS. In the experiment, 
3DSSD adopts the method of fusion sampling. The points ob⁃
tained by the two sampling methods each occupy half. The 

points are obtained after multi-layer SA as shown in Fig. 6. 
Then the candidate generation layer and two prediction heads 
predict the category and bounding box of the objects. 3DSSD 
greatly improves the speed of 3D object detection, and the 
speed exceeds 25 fps.

2) Combination of point-based and voxel-based methods. 
There are some special methods that combine point-based and 
voxel-based methods[38–39]. Since the two methods have differ⁃
ent advantages, their combination can bring more advantages.

The 3D object detector (STD) [38] has three main contribu⁃
tions. First, a spherical anchor is used to propose a point-
based proposal generation example, which can achieve a high 
recall rate. Second, the point-based and voxel-based parts use 
the PointsPool link to predict efficiency and effectiveness, 
combining the advantages of VoxelNet[21] and PointNet[11]. 
Last, the alignment between classification scores and localiza⁃
tion is achieved through a new 3D IoU prediction branch.

Point-voxel feature set abstraction for 3D object detection 
(PV-RCNN) [39] is a high-performance 3D object detection 
framework. It integrates the method of point-cloud voxeliza⁃
tion and convolution and the method of PointNet-based set ab⁃
straction to obtain better point cloud features. PV-RCNN di⁃
rectly uses the original point cloud, processes the point cloud 
through 3D sparse convolution after voxelization and performs 
classification and box prediction through RPN on the BEV 
plane. At the same time, the FPS is used for key point sam⁃
pling, and the key point features and the features of non-
empty voxels around the key points are collected through the 
VSA module. These features are used to make up for the infor⁃
mation loss during voxelization. Object category and bounding 
box predictions are refined through a two-part combination.

Both PV-RCNN and STD have achieved good results on the 
KITTI dataset (Table 3), and their performance outperforms ei⁃
ther the voxel-based or point-cloud-based method used alone, 

▼Table 2. Points recall among different sampling strategies on the nuS⁃
cenes dataset. “4 096”, “1 024” and “512” represent the number of repre⁃
sentative points in the subset. The first row of results uses only D-FPS.

Method
D-FPS

F-FPS, λ = 0.0
F-FPS, λ = 0.5
F-FPS, λ = 1.0
F-FPS, λ = 2.0

Recall4 096
99.7%
99.7%
99.7%
99.7%

99.7%

Recall1 024
65.9%
83.5%
84.9%
89.2%

86.3%

Recall512
51.8%
68.4%
74.9%
76.1%

73.7%
D-FPS: furthest point sampling based on 3D Euclidean distance 
F-FPS: furthest point sampling based on feature distance

▲ Figure 6. D-FPS is first used to down-sample the point cloud once. 
The point cloud is sampled, grouped, MLP and maximum pooled 
through the 1: 1 combination of D-FPS and F-FPS sampling methods. 
The point cloud can be sampled multiple times in the same way

D-FPS: furthest point sampling based on 3D Euclidean distance F-FPS: furthest point sampling based on feature distance MLP: multi-layer perceptron SA: set abstract
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demonstrating the benefits of combining these two complemen⁃
tary methods.

Besides STD and PV-RCNN, the methods proposed in Refs. 
[40] and [41] also combine the point-based and voxel-based 
manners.

Some methods use other networks such as graph neural net⁃
works (GNNs). They convert the point cloud into a regular grid 
or voxel and use CNN (point cloud representation in the grid) 
or deep learning technology to process the point cloud (point 
cloud in the point set) after obtaining the point set through 
sampling and other operations (Fig. 7). In addition, Point-
GNN[42] constructs the point cloud into a graph. It has three 
main components: graph construction from point cloud, graph 
neural network for object detection, and bounding box merg⁃
ing and scoring. Specifically, the points in the point cloud are 
used as N vertices, with a point as the center and r as the ra⁃
dius. Neighboring points in the range are concatenated to con⁃
struct a graph G =  (P, E ), for example:

E = {( pi, pj ) |||||| || xi - xj

2 < r}.
In order to reduce complexity, Point-GNN uses voxel opera⁃

tions to down-sample point clouds in the actual process and 
the voxels are only used for reducing the point cloud density. 

Once constructed, the point cloud is processed using a multi-
iteration GNN[43].

Point-GNN has achieved excellent performance on the 
KITTI test data set. The average precision of the car, pedes⁃
trian and cyclist at the easy level reached 88.33, 51.92 and 
78.60, respectively, at the modality levels 79.47, 43.77 and 
63.48, respectively, and at the hard level 72.29, 40.14 and 
57.08, respectively. The detection performance of the car and 
cyclist surpasses both the radar-only methods such as STD[38] 
and PointRCNN[33] and the radar and image fusion methods 
such as AVOD-FPN[44] and UberATG-MMF[45].

The point-based methods still have several modules that 
need to be improved. One module is sampling, which can re⁃
duce the consumption of computing resources by selecting a 
subset of points from the original point cloud. However, sam⁃
pling may cause some information loss, which affects the 
quality of the features that can be extracted in subsequent 
operations. Therefore, the choice of the sampling algorithm 
is crucial for the point-based method. For example, Point⁃
Net++ uses feature propagation to suppress the information 
loss caused by sampling, and 3DSSD improves different sam⁃
pling methods to retain more useful information and improve 
efficiency.

Another module that can be improved is voxelization, which 
is a special method to introduce voxels into point cloud pro⁃

cessing. Voxels are small cubes that di⁃
vide the three-dimensional space and con⁃
tain a certain number of points. The ad⁃
vantage of voxelization is to convert point 
clouds into ordered data and also reduce 
computational complexity. However, vox⁃
elization may introduce quantization er⁃
rors and lose some fine-grained details. 
Therefore, some methods combine the in⁃
formation obtained from both voxels and 
points to improve performance. For ex⁃
ample, PV-RCNN uses voxel-based RPN 
and point-based RoI feature extractors 
(RoIFEs) to achieve state-of-the-art re⁃
sults on 3D object detection.

The third module that can be improved 

▼Table 3. Performance testing on the KITTI test set. Mean average precision is taken as the evaluation metric. The table shows better performance of 
PV-RCNN and STD

Method

SECOND[22]

Fast Point R-CNN[35]

STD[38]

PV-RCNN[39]

APCar⁃3D Detection
Easy
83.34
85.29
87.95
90.25

Moderate
72.55
77.40
79.71
81.43

Hard
65.82
70.24
75.09
76.82

APC ar⁃BEV Detection
Easy
89.39
90.87
94.74
94.98

Moderate
83.77
87.84
89.19
90.65

Hard
78.59
80.52
86.42

86.14

APCyclist⁃3D Detection
Easy
71.33

-

78.69
78.60

Moderate
52.08

-

61.59
63.71

Hard
45.83

-

55.30
57.65

APCyclist⁃BEV Detection
Easy
76.50

-

81.36
82.49

Moderate
56.05

-

67.23
68.89

Hard
49.45

-

59.35
62.41

AP: average precision 
BEV: bird’s eye view 
PV-RCNN: point-voxel feature set abstraction for 3D object detection 

R-CNN: Region-CNN 
SECOND: Sparsely Embedded Convolutional Detection 
STD: Sparse-to-Dense 3D Object Detector for Point Cloud

▲Figure 7. Representation of point-cloud grids, sets and graph and their corresponding process⁃
ing methods

CNN: convolutional neural network      GNN: graph neural network

Grids

CNN PointNet GNN

GraphSets
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is the basic network model, which is used to process the point 
cloud data and extract features. Different network models have 
different advantages and disadvantages for point cloud pro⁃
cessing. For example, GNN can capture the structure and rela⁃
tionship of point cloud data by using nodes and edges. It can 
handle irregular and unordered data better than convolutional 
neural networks.
5 Conclusions

In this paper, we summarize the processing of point clouds 
in object detection. Point cloud processing is the first step in 
most models and it can greatly affect the performance of subse⁃
quent detection operations. Point cloud processing can be di⁃
vided into two categories: voxel-based and point-based pro⁃
cessing, both of which have their own advantages and disad⁃
vantages.

Voxel-based processing is a method that divides the three-
dimensional space into small cubes called voxels and assigns 
points to voxels according to their coordinates. The advantage 
of voxel-based processing is that it can convert point clouds 
into ordered data and reduce computational complexity. How⁃
ever, voxel-based processing may introduce quantization er⁃
rors and lose some fine-grained details. Many works have im⁃
proved voxel-based methods by changing the way voxels are 
divided, changing the network for processing voxels, changing 
the data structure for processing data, etc. These approaches 
can reduce time complexity and organize voxel-level features 
well, further improving performance.

Point-based processing is a method that directly operates 
on raw points without any transformation or quantization. The 
advantage of point-based processing is that it can preserve the 
original structure and information of point clouds. However, 
point-based processing may face challenges such as irregular⁃
ity and sparsity of point clouds. Many works have improved 
point-based methods by improving the way of point cloud sam⁃
pling, introducing some voxel-based features or directly ob⁃
taining the graph structure from the structure of the original 
point cloud data. These approaches can enhance the feature 
extraction and representation of points, which can also signifi⁃
cantly improve the performance of subsequent detection.
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Abstract: Point-based rendering is a common method widely used in point cloud rendering. It realizes rendering by turning the points into 
the base geometry. The critical step in point-based rendering is to set an appropriate rendering radius for the base geometry, usually calcu⁃
lated using the average Euclidean distance of the N nearest neighboring points to the rendered point. This method effectively reduces the 
appearance of empty spaces between points in rendering. However, it also causes the problem that the rendering radius of outlier points far 
away from the central region of the point cloud sequence could be large, which impacts the perceptual quality. To solve the above problem, 
we propose an algorithm for point-based point cloud rendering through outlier detection to optimize the perceptual quality of rendering. 
The algorithm determines whether the detected points are outliers using a combination of local and global geometric features. For the de⁃
tected outliers, the minimum radius is used for rendering. We examine the performance of the proposed method in terms of both objective 
quality and perceptual quality. The experimental results show that the peak signal-to-noise ratio (PSNR) of the point cloud sequences is im⁃
proved under all geometric quantization, and the PSNR improvement ratio is more evident in dense point clouds. Specifically, the PSNR of 
the point cloud sequences is improved by 3.6% on average compared with the original algorithm. The proposed method significantly im⁃
proves the perceptual quality of the rendered point clouds and the results of ablation studies prove the feasibility and effectiveness of the 
proposed method.
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1 Introduction

With the increasing demand for stereoscopic visual 
effects and immersive experiences, 3D point 
clouds are emerging as one of the primary three-
dimensional data in various areas. Point clouds 

are usually generated from sensor data, e. g., triangulation 
and Time-of-Flight (ToF)[1]. A point cloud is a set of points in 
a given coordinate system representing information about a 
scene or an object, often complemented with per-point attri⁃
butes. This set of points may define the shape of real or 
computer-generated objects or even complex scenes[2]. A 
point cloud has both geometric and attribute features, where 
the geometric features reflect the number of points in the 
point cloud in relation to their position, while the attribute 
features can contain additional information such as the color, 
grey value, average vector and reflectivity of the points. 3D 
point clouds[3−5] have found broad applications in manufactur⁃
ing, construction, environmental monitoring, navigation, ani⁃
mation, rendering, etc.[6] However, various distortions may be 

introduced during the acquisition, compression[7], transmis⁃
sion, storage, and rendering processes of point clouds, lead⁃
ing to degraded perceptual quality[6]. Improving the Quality 
of Experience (QoE)[8] of point clouds is very important for re⁃
lated applications.

Point cloud rendering is the process of producing a visual 
representation that can be consumed by users using an avail⁃
able display, e. g., conventional 2D, stereo, auto-stereoscopic, 
head-mounted displays, etc.[9] The rendering process has a sig⁃
nificant impact on the quality perceived by the user[10]. Point 
clouds have many properties that differ from traditional video 
images. First, a point cloud is an unordered collection. Sec⁃
ond, a point cloud is unstructured, and the relative positions 
between individual neighboring points are not the same, which 
means that even finding neighboring points requires traversing 
all the points in the point cloud. Finally, point clouds are non-
uniform. They are usually obtained by sampling a single ob⁃
ject, and the densities of points in different regions of the 
same point cloud may vary significantly[11]. These characteris⁃
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tics of point cloud data pose new requirements and higher 
challenges to the algorithms for point cloud rendering.

Currently, two main categories of rendering methods are 
commonly used for point clouds[11]. One is mesh-based render⁃
ing, which constructs a polygonal mesh through surface recon⁃
struction algorithms, e. g., Poisson surface reconstruction[12]. 
These rendering methods can construct a completely closed 
surface, but the results highly depend on the reconstruction al⁃
gorithm, and human intervention may be required to recon⁃
struct complex surfaces. As the object in 3D may be compli⁃
cated, extensive computation is generally involved[13]. The 
other category is point-based rendering, which achieves ren⁃
dering results by turning points into the base geometry with 
area (e.g., circles, spheres, cubes, etc.). The point-based meth⁃
ods are low in computation and easy to implement, but it is 
necessary to define the size of the base geometry in advance. 
Otherwise, empty spaces will appear between points (size too 
small) or aliasing artefacts (size too large). Generally speak⁃
ing, point-based rendering is easier to perform in comparison 
with a polygonal mesh representation where surface recon⁃
struction and interpolation are usually needed[10].

Point-based rendering is a common method widely used in 
point cloud rendering. In Ref. [10], JAVAHERI et al. used 
the average Euclidean distance of N (N=10) nearest neigh⁃
boring points to determine the rendering radius of points in 
their research work of point clouds, thus solving the problem 
of the requirement of artificially defining the size of the base 
geometry in point rendering and avoiding the empty spaces 
between points.

In point cloud rendering, the rendering radius is generally 
determined by the nearest neighbors. However, this approach 
faces challenges when there are outliers. Since the rendering 
radius is determined by the nearest-neighboring points, the 
rendering radius of the outliers far away from the central re⁃
gion of the point cloud sequence may be set as a very large 
value, which impacts the subjective quality. The above prob⁃
lem is illustrated in Fig. 1. The rendering radius of the outli⁃
ers can seriously affect the subjective quality of the rendered 
point cloud sequence. Therefore, it is important to filter out 
the outliers and set an appropriate rendering radius before 
rendering to improve the perceptual quality of the point 
cloud sequence.

To solve the problem of poor perceptual quality in point-
based rendering due to the large rendering radius of outlier 
points, we propose an algorithm for point cloud rendering 
through outlier detection to optimize the perceptual quality of 
rendering. The algorithm constructs outlier detection condi⁃
tions by combining local and global geometric features. Dur⁃
ing rendering, the rendering radius of outliers is set to the 
minimum. By doing so, the proposed method realizes the per⁃
ceptual optimization of point cloud rendering and improves 
the perceptual quality after point cloud rendering.

The main contributions of this paper are as follows:

1) We propose an outlier detection algorithm with low com⁃
plexity. The proposed method uses global and local geometric 
features to detect outliers in the sequence.

2) We apply the outlier detection algorithm to point cloud 
rendering to optimize the perceptual quality of the point ren⁃
dering. Compared with the original rendering algorithm, our 
method improves both the perceptual quality of the rendered 
point cloud and the objective quality. The ratio of peak signal-
to-noise ratio (PSNR) improvement is about 3.6%.

The rest of this paper is organized as follows. Section 2 in⁃
troduces the rendering algorithm with outlier point detection. 
Section 3 shows the rendering results of this rendering algo⁃
rithm and examines the algorithm’s performance in terms of 
both objective and perceived quality. The paper is summa⁃
rized in Section 4.
2 Rendering Based on Outlier Detection

2.1 Overview
Suppose the coordinates of the i-th point in the point cloud 

sequence are ( xi, yi, zi ), i = 1,2,⋯, M. The coordinates of the 
nearest N neighboring points (including the point itself) 
are ( xn

i , y n
i , zn

i ) , n = 1,2,⋯, N, where i stands for the point to 
be detected in the point cloud sequence and n stands for the n-
th neighboring point of the point to be detected.

▲Figure 1. Illustration of outliers in rendering (rendering primitive is 
a circle)

(a） Point cloud Phil

（b） Point cloud Head
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The average Euclidean distance of the N nearest neighbor⁃
ing points is taken as the rendering radius of the point. Thus 
the rendering radius ri of the i-th point is:

ri = 1
N × ∑

n = 1

N

 ( xn
i , y n

i , zn
i ) - ( xi , yi , zi ) 2

. (1)
As can be seen from the above equation, outlier points far 

away from the central region of the point cloud sequence will 
have too sizeable Euclidean distance from their nearest neigh⁃
bors, and thus, the rendering radius ri will be too large, which 
in turn results in an impaired subjective perception of the 
quality of the rendered point cloud sequence.

In order to solve the problem of too large a rendering ra⁃
dius of outlier points in the above method, we need to add a 
process of detecting and determining outlier points before 
rendering each point in the point cloud sequence. We deter⁃
mine whether each point is an outlier, filter the outlier points 
and change their rendering radii. For the outlier points, the 
minimum rendering radius is used. For the non-outlier 
points, the radius of the nearest neighbor rendering ri is used 
as shown in Eq. (1).

Outlier detection is a commonly used detection method in 
data analysis and processing, often used to identify abnormal 
samples or points in outlier states that significantly deviate 
from the central region of the sequence. Many outlier mining 
methods can be categorized into five groups: distribution-
based, depth-based, clustering-based, distance-based, and 
density-based[14–15]. Commonly used detection methods are 
distance detection-based K-nearest neighbor algorithms, iso⁃
lated forest methods, clustering-based DBSCAN algorithms[16], 
LOF algorithms[17], supervised or unsupervised algorithms 
based on machine learning[18], and distribution-based and 
density-based outlier detection[19]. However, the above meth⁃
ods have the disadvantages of high time complexity, poor de⁃
tection results in high-dimensional sparseness, and insignifi⁃
cant mathematical geometric features.

Since determining the rendering radius in terms of the near⁃
est neighboring points is through geometric features, detecting 
outlier states at each point based on geometric features is rea⁃
sonable. To ensure the accuracy of detection, global and local 
geometric features construct a comprehensive judgment condi⁃
tion to quickly check and judge whether the current point is in 
an outlier state.

The implementation complexity of the detection method 
needs to be as low as possible for rendering. So we use dis⁃
crete point detection techniques based on statistical distribu⁃
tions, combining local and global geometric features to judge 
outliers. This is a method that has solid probabilistic statisti⁃
cal theory support. After modeling, it does not require model-
based data, and only the minimum amount of information de⁃
scribing the model needs to be stored, which can effectively re⁃
duce the data storage.

2.2 Construction of Outlier Judgment Conditions
The basic principle of the algorithm for point cloud render⁃

ing through outlier detection in this paper is to determine 
whether the detected point is in an outlier state by judging 
whether the point satisfies the distribution type of the dataset 
and, thus, whether the point is in an outlier state. Assuming 
that the data satisfy the condition of obeying normal distribu⁃
tion, p0 belongs to the dataset p, and the mean and standard 
deviation of this dataset are p̄ and σ, respectively. The judg⁃
ment criteria of outlier detection are shown in Eq. (2)[20]. When 
Eq. (2) is not satisfied, the point p0 is determined to be in an 
outlier state.

|
|
|||| p0 - p̄

σ
|
|
|||| ≤ 3 . (2)

From Eq. (1), we can see that the rendering method based 
on the nearest neighbor distance determines the size of the 
rendering radius of each point in the point cloud sequence by 
the geometric density feature in the local area. Therefore, the 
geometric features of outlier points are also chosen as density 
features in this method, i.e., the rendering radius is calculated 
based on the nearest-neighbor distance.

Let the rendering radius of the nearest N (N = 10) neigh⁃
bors of the detection point be rn

i , the mean value of the local 
geometric density feature be E ( r ), and the standard deviation 
be σr. E ( r ) and σr are calculated in Eqs. (3) and (4).

E ( r ) = 1
N ∑

n = 1

N

rn
i , (3)

σr = ∑
n = 1

N

 rn
i - E ( r ) 2

N . (4)
Combining the outlier judgment criteria, we substitute the 

rendering radius data into Eq. (2), and the outlier judgment 
criteria for the local geometric feature construction are shown 
as follows[12]:

|

|
|
||
| ri - E ( r )

σr

|

|
|
||
| =

|

|

|

|

|

|

|

|

|

|
||
|

|

|

|

|

|

|

|

ri - 1
N ∑

n = 1

N

rn
i

∑
n = 1

N

 rn
i - E ( r ) 2

N

|

|

|

|

|

|

|

|

|

|
||
|

|

|

|

|

|

|

|

≤ 3

. (5)
When the detection point does not satisfy the local determi⁃

nation condition of the above equation, it is determined that 
the detection point is in the outlier state.

Since the number of detected points in the point set covered 
by the local geometric features is small, only local features are 
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not enough to detect outliers. In addition, the local geometric 
features easily fall into the local small sample situation. When 
the points included in the local geometric features are all outli⁃
ers, the local judgment condition criteria will fall into local 
condition satisfaction, resulting in outlier detection failure. 
Therefore, it is limited to judging whether the detected points 
are in an outlier state only by local geometric conditions, and 
it is necessary to expand the geometric features and the capac⁃
ity of the point set in the judgment conditions. Therefore, the 
global geometric features are added as a judgment condition 
for outlier detection.

Let the global geometric feature be R, which is calculated 
in Eq. (6), where M is the number of bits in the global geomet⁃
ric point set.

R = 1
M ∑

i = 1

M

ri. (6)
In order to reduce the complexity of the algorithm imple⁃

mentation, the actual rendering process can use the cumula⁃
tive means as a global geometric feature, which is calculated 
in Eq. (7).

R = 1
m ∑

i = 1

m

ri, (7)
where m is the ranking bit of the current detection point in the 
rendering process.

Therefore, based on Eq. (2), the criteria for determining out⁃
lier points for global geometric feature construction are:

ri

R = ri1
m ∑

i = 1

m

ri

≤ 3
. (8)

When a detection point does not satisfy any of the determi⁃
nation conditions of the global condition and the local condi⁃
tion, the detection point is judged to be an outlier.
2.3 Rendering Through Outlier Detection

Before rendering the points in the point cloud sequence, the 
outlier status is detected for each point. First, we input the 
points in the point cloud sequence. Since the point cloud is dis⁃
ordered, we need to arrange the disordered points in the point 
cloud sequence in an orderly manner to facilitate fast and effi⁃
cient retrieval. Therefore, the k-dimensional (KD)-tree[21] is con⁃
structed with the detection points as the core, and the points are 
divided according to the tree structure to facilitate the subse⁃
quent nearest neighbor search. In constructing the KD-tree, we 
follow the method in Ref. [20] to transform the distribution of 
point sets in the point cloud sequence into a normal distribu⁃
tion. Thus, the prerequisite assumption of normal distribution of 
data in Eq. (2) is satisfied. The global geometric feature R is cal⁃
culated according to Eq. (7). The points in the point cloud se⁃

quence are traversed  according to the order in the KD-tree, and 
the rendering radius ri is calculated according to Eq. (1) after 
searching the N nearest neighboring points of the current detec⁃
tion point. The local feature values E ( r ) and σr are calculated 
according to Eqs. (3) and (4). The global and local conditions are 
judged according to Eqs. (5) and (8) in turn, and if either of the 
two judging conditions is not satisfied, the detected point is 
judged to be in the outlier state. The rendering radius ri of the 
point in the outlier state is set to the minimum rmin. When the de⁃
tected point satisfies both local and global detection conditions, 
the rendering radius ri is not changed. Finally, the detected point 
rendering radius ri is passed to the renderer for the rendering of 
each point by the renderer. The specific flow of the rendering al⁃
gorithm through outlier point detection is shown in Fig. 2.

Input point i in the point cloud (i=1, 2, …, M)

▲Figure 2. Flow chart of proposed rendering through the outlier detection

KD: k-dimensional

Calculate the global density feature R

Begin

Build KD-tree i =0

i=i+1

Search the N nearest neighbor points of point i

Calculate rendering radius ri

Calculate local features and standard deviations E(r), σr

|

|

|
||
||

|

|
||
| ri - E ( r )

σr
≤ 3

ri

R ≤ 3

i≤M

The renderer receives the ren⁃dering radius ri

ri=rmin

Yes

Yes

Yes

No

No

End No
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3 Experimental Results

3.1 Point Cloud Sequence Selection
We use ten static point clouds to examine the performance 

of the proposed method in terms of objective and perceptual 
quality. Fig. 3 shows a thumbnail of the point cloud se⁃
quences. Table 1 shows the detailed information of each point 
cloud sequence.
3.2 Subjective and Objective Results

The effect of the rendering through outlier detection is first 
evaluated by conducting a subjective comparison before and 
after outlier optimization. Take Head’s character point cloud 
sequence and Phil’s object point cloud sequence as ex⁃
amples. Figs. 4 and 5 show the subjective comparison effects 
of the above two point cloud sequences using the original 
point-rendering[10] and the proposed method. It can be found 
that the rendering radius of outlier points far from the main se⁃

quence area is significantly reduced after outlier detection 
and rendering, and the perceptual quality of the point cloud 
sequence is improved.

We also compress the original point cloud sequence and 
calculate the PSNR using the original point rendering[10] and 
the proposed method. The improvement of PSNR using the 
proposed method is utilized to react to the effectiveness of ren⁃
dering based on outlier detection.

In terms of point cloud compression, since outlier point de⁃
tection does not target the attribute features of the point cloud 
sequence, the original color attributes are not compressed, and 
the original point cloud sequence attributes are kept lossless. 
Regarding geometric compression, we choose three geometric 
quantization parameters with large discretization, namely {1/10, 
1/2, 15/18}, to verify the effectiveness of the proposed algorithm 
under different degrees of geometric compression in geometry 
point cloud compression (G-PCC).

To compute PSNR, we project each point cloud sequence to 
the three planes of the point cloud enclosing the box to form 
three views of the point cloud view. We render the original un⁃
compressed sequence of the point cloud sequence through Pc⁃
cAppRendererV6.0 with the rendering radius set to 1.0 to ob⁃
tain the reference view of the point cloud sequence. The quan⁃
tized distortion images of each point cloud sequence before 
and after optimization are obtained in turn, and the mean 
squared error (MSE) and PSNR are calculated from the refer⁃
ence image and distortion image as shown in the following 
equations.

(a) Andrew (b) David (c) Phil (d) Ricardo

(e) Sarah (f) Head (g) House without roof (h) Egyptian mask

(i) Facade (j) Frog
▲Figure 3. Point cloud sequence thumbnail

▼Table 1. Point cloud sequence details

Tested Point Clouds
Andrew
David
Phil

Ricardo
Sarah
Head

House without roof
Egyptian mask

Facade
Frog

Class (1: people
2: object)

1
1
1
1
1
2
2
2
2
2

Points
1 276 312
1 492 780
1 089 091
2 592 758
3 493 085

13 903 516
4 848 745
272 684

4 061 755
3 614 251

Geometry
Precision/bit

10
10
10
10
10
12
12
12
11
12

Peak Val⁃
ue/bit
1 023
1 023
1 023
1 023
1 023
4 095
4 095
4 095
2 047
4 095

(a) Original (b) Before (c) After

▲Figure 4. Point cloud Head before and after optimization comparison 
diagram

(a) Original (b) Before (c) After
▲Figure 5. Point cloud Phil before and after optimization comparison 
diagram
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MSE = 1
mn ∑

i = 0

m - 1∑
j = 0

n - 1
 I (i, j ) - K (i, j ) 2

, (8)

PSNR = 10 log( )MAX2
MSE

10 , (9)
where the image pixels are m*n, I (i, j ) represents the reference 
point cloud sequence view pixel points, K (i, j ) represents the 
quantized distortion point cloud sequence view pixel points, and 
MAX denotes the possible maximum pixel value of the image.

The improvement ratios of PSNR of the proposed method 
are shown in Table 2.

As can be seen from Table 2, the PSNR of each point 
cloud sequence has been improved using the proposed 
method regardless of the size of the geometric quantization 
parameters. As the geometric quantization parameter in⁃
creases, more points are retained in the point cloud se⁃
quence. Therefore, for the same point cloud sequence, the ad⁃
vantage of the proposed method will be more significant with 
the increase in the density of the point cloud sequence. The 
reasons for the above phenomenon are that sparse point 
clouds are more likely to produce outliers, and the original 
point rendering will have worse subjective perception quality 
so that the PSNR improvement ratio will be more pro⁃
nounced. After rendering through outlier detection, the 
PSNR of each point cloud sequence is improved. Specifi⁃
cally, the average PSNR improvement ratio is 3.6%.
3.3 Time Complexity

Specifically, we record the rendering time in the experiment 
in Section 3.2. Then we calculate the ratio of increased render⁃
ing time spent for the original rendering and the proposed ren⁃
dering, as shown in Eq. (10).

Tr = T1 - T0
T0

× 100%, (10)

where Tr is the ratio of increased rendering time, T1 is the 
rendering time using the proposed method, and T0 is the 
original rendering time. The calculation results are shown 
in Table 3.

Observing the results, we can conclude that the rendering 
time is increased by 5.8% on average due to the added outlier 
detection.
3.4 Ablation Studies

To evaluate the effectiveness of using the local and global 
geometric features in outlier detection, we conduct studies us⁃
ing three-point cloud sequences: Andrew, David and Phil. For 
quantization, we still use the same geometric quantization pa⁃
rameters as set in Section 3.2: {1/10,1/2,15/18}.

The local and global geometric features are respectively 
used and then compared with the original rendering without 
optimization. For performance evaluation, the individual point 
cloud sequences are also projected onto the three planes of 
the point cloud enclosing the box to get the view from the cor⁃
responding perspective. The PSNR of the point cloud se⁃
quences under each rendering method is calculated from the 
undistorted point cloud sequence image and distorted point 
cloud sequence image. Finally, we calculate the average 
PSNR improvement compared with the original rendering 
method, as shown in Table 4.

It is seen that both local and global geometric features con⁃
tribute to improving the quality of the point cloud sequence. 
However, both individual features are less effective than using 
both. In addition, the local geometric feature contributes more 
compared with the global geometric feature.
▼Table 3. Ratio of increased rendering time

Tested Point Clouds
Andrew
David
Phil

Ricardo
Sarah

Facade
Head

House without roof
Egyptian mask

Frog
Average

Ratio of Increased Rendering Time (Tr)/%
6
5
6
5
5
6
8
6
5
6

5.8

▼Table 4. Average improvement ratio of PSNR in ablation studies

Tested Point Clouds
Andrew
David
Phil

PSNR Average Improvement Ratio/%
Global only

+0.6
+0.9
+1.0

Local only
+1.2
+2.1
+2.4

Global + local
+3.1
+5.1
+5.2

Tested Point 
Clouds
Andrew
David
Phil

Ricardo
Sarah

Facade
Head

House without roof
Egyptian mask

Frog

Average Improve⁃
ment Ratio of 

PSNR/% 
+3.1
+5.1
+5.2
+3.6
+4.4
+1.5
+4.6
+6.0
+0.8
+2.0

Geometric Quantization Parameters/% 
1/10
+1.9
+2.6
+2.7
+3.2
+2.1
+1.4
+3.7
+3.0
+0.7
+2.1

1/2
+3.2
+5.0
+5.2
+3.6
+4.9
+1.4
+5.0
+7.2
+0.8
+2.1

15/18
+4.1
+7.6
+7.7
+4.1
+6.2
+1.7
+5.3
+7.9
+0.9
+1.9

▼Table 2. PSNR improvement ratio before and after optimization with 
geometric quantization parameters

PSNR: peak signal-to-noise ratio PSNR: peak signal-to-noise ratio
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4 Conclusions
In this paper, we focus on optimizing the perceptual quality 

of point cloud rendering through outlier detection. We evalu⁃
ate the performance of the proposed method in terms of per⁃
ceptual quality and the PSNR improvement ratio. In addition, 
we evaluate time complexity analysis and perform ablation 
studies. Future work may include applying other methods to 
outlier detection in rendering to improve the perceptual qual⁃
ity after point cloud rendering.
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1 Introduction

There are three existing positioning manners for aug⁃
mented reality (AR) navigation: visual positioning, GPS 
positioning, and multi-sensor fusion positioning. Spe⁃
cifically, visual positioning is based on a conventional 

simultaneous localization and mapping (SLAM) framework, and 
the main steps include feature extraction, feature matching, 
and position solving. This model has high precision, but re⁃
quires high computing power and cannot run on the Web side.

Outdoor AR navigation can achieve good results by using 
GPS technology. However, in an indoor scenario, the signal 
strength of GPS is greatly affected, and consequently, position⁃
ing precision is obviously reduced. Therefore, the GPS-based 
positioning manner cannot be applied to indoor AR navigation.

A positioning manner of multi-sensor fusion is to obtain the 
position of a camera by fusing data from sensors such as an in⁃
ertial sensor, a laser radar, Bluetooth, and Wi-Fi. In this man⁃
ner, although positioning accuracy is high, the sensor is vulner⁃
able to environments, thereby decreasing positioning perfor⁃
mance. In addition, in this manner, a large number of sensors 

need to be calibrated and fused, and a development cost is high.
Although the foregoing three methods can obtain relatively 

high precision in certain specific scenarios, they cannot be ap⁃
plied to an indoor Web AR navigation scenario. The core rea⁃
son is that the computing power on the Web side is limited 
and cannot meet the intensive requirements of AR computing. 
If a positioning system that meets performance requirements 
can be implemented on the web front end by using limited 
computing power, dependence on an external computing envi⁃
ronment or device will be reduced, development costs can be 
cut, and the application scope and user experience of indoor 
Web AR navigation will be greatly improved.
2 Key Technologies of Visual Perception

2.1 3D Reconstruction Techniques
To implement a visual method of good positioning, preci⁃

sion is indispensable for a robust three-dimensional recon⁃
struction process. An objective of three-dimensional recon⁃
struction is to obtain a geometric structure and a structure of 
an object or a scene from a group of images, which may be 
implemented by using a motion recovery structure (Structure-
from-Motion, SFM). SFM is a method for implementing three-
dimensional reconstruction and mainly used in a phase of con⁃This work is supported in part by ZTE Industry⁃University⁃Institute Coop⁃

eration Funds.
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structing a sparse point cloud image in the three-dimensional 
reconstruction. A complete three-dimensional reconstruction 
process generally uses a Multi-View Stereo (MVS) algorithm 
to implement dense reconstruction. As shown in Fig. 1, SFM 
is mainly used for creating diagrams and restoring the struc⁃
ture of the scenario. According to the difference of image data 
processing flows, SFM can be divided into four types: incre⁃
mental SFM, global SFM, distributed SFM, and hybrid SFM. 
The latter two types are usually used to resolve a very large-
scale data scenario and are based on the former two types. In⁃
cremental SFM can be divided into two steps. The first step is 
to find the initial correspondence to extract robust and well-
distributed features to match the image pairs, and the second 
step is to implement incremental reconstruction to estimate 
image position and 3D structure by image registration, triangu⁃
lation, bundle adjustment (BA), and abnormal value removal. 
The initial corresponding abnormal value needs to be removed 
through geometric verification. Generally, when the number of 
restored image frames accounts for a certain proportion, global 
BA is performed. Because of the incremental processing of 
BAs, the precision of the incremental SFM is usually rela⁃
tively high and the robustness is relatively good. However, 
with the increase of the images, the processing scale of the 
BAs becomes larger and larger. Therefore, there are also dis⁃
advantages such as low efficiency and large memory usage. In 
addition, the incremental SFM also has the problem of accu⁃
mulative drift because of the incremental addition of images. 
Typical SFM frameworks include Bundler and COLMAP.

CAO et al. [1] proposed a fast and robust feature-tracking 
method for 3D reconstruction using SFM. First, to reduce calcu⁃
lation costs, a large number of image sets are clustered into 
some small image sets by using a feature clustering method to 
avoid some incorrect feature matching. Second, a joint search 
set method is used to implement fast feature matching, which 
may further save calculation time of feature tracking. Third, a 
geometric constraint method is proposed to remove an abnormal 
value from a track generated by a feature tracking method. This 
method can deal with the influence of image distortion, scale 

change and illumination change. LINDENBERGER et al. [2] di⁃
rectly align low-level image information from multiple views, 
optimize feature point positions using depth feature metrics af⁃
ter feature matching, and perform BA during incremental recon⁃
struction using similar depth feature metrics. In this process, an 
image-dense feature map is first extracted by using a convolu⁃
tion network, two-dimensional observation of the same three-
dimensional point in different images is obtained using sparse 
feature matching, the location of a corresponding feature point 
in the image is adjusted, SFM reconstruction is performed ac⁃
cording to the adjusted location, and a residual of SFM optimi⁃
zation in the reconstruction process changes from a reprojection 
error to a depth feature measurement error. This improvement 
is robust to large-scale detection of noise and appearance 
changes because it optimizes feature measurement errors for 
dense features based on neural network prediction.

Some accumulated drift problems are solved through global 
SFM. In an image matching process, a basic/essential matrix be⁃
tween images is obtained, and relative rotation and relative 
translation between the images may be obtained by means of de⁃
composition. Global rotation can be restored by using relative 
rotation as a constraint. Global panning can then be restored us⁃
ing the global rotation and relative panning constraints. Be⁃
cause the number of times of building and optimizing global BA 
is small, the efficiency of global SFM is high. However, it is dif⁃
ficult to solve the translation average because the relative trans⁃
lation constraint only constrains the translation direction and 
the scale is unknown. In addition, the translation average solv⁃
ing process is sensitive to external points. Therefore, in actual 
applications, the global SFM is limited.
2.2 Space Visual Matching Technology

How to extract robust, accurate and sufficient image corre⁃
spondence is the key problem of 3D reconstruction. With the 
development of deep learning, the image matching methods 
based on learning achieve excellent performance. A typical 
image matching process is divided into three steps: feature ex⁃
traction, feature description, and feature matching.

Detection methods based on deep convolution networks 
search for points of interest by building response maps, includ⁃
ing the supervisory method[3–4], self-supervised method[5–6], 
and unsupervised method[7–8]. The supervisory approach uses 
an anchor to guide the training process of a model, but the per⁃
formance of the model is likely limited by the anchor construc⁃
tion approach. Self-supervised and unsupervised methods do 
not require manual annotation of data, and they focus on geo⁃
metric constraints between image pairs.

The feature descriptor uses local information around the 
point of interest to establish a correct correspondence between 
image features. Due to the ability of information extraction 
and representation, depth techniques have also performed 
well in the description of features. The feature description 
problem based on deep learning is usually a supervised learn⁃▲Figure 1. Shooting a panoramic video of the scene
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ing problem, that is, learning a representation that makes 
matched features in the measurement space as close as pos⁃
sible and unmatched features as far as possible[9]. Learning-
based descriptors largely avoid the need for human experience 
and prior knowledge. An existing feature description method 
based on learning is classified into two types: measurement 
learning[10–11] and descriptor learning[12–13]. A difference lies 
in the output content of a descriptor.

Metric learning methodology is used for metric discrimina⁃
tion for similarity measurement, while descriptor learning gener⁃
ates descriptor representations from the original image or image 
block. In these methods, SuperGlue[14] is a network that can per⁃
form feature matching and filter out extrinsic points at the same 
time, where feature matching is implemented by solving a differ⁃
ential optimization transfer problem, a loss function is con⁃
structed by using a graph neural network, and a flexible content 
aggregation mechanism is proposed based on an attention 
mechanism. Therefore, SuperGlue can simultaneously sense a 
potential three-dimensional scene and perform feature match⁃
ing. LoFTR[15] uses transformer modules with a self-attentive 
layer and a cross-attentive layer to process dense local features 
extracted from the convolutional network by first extracting 
dense matches at low feature resolution (1/8 of the image dimen⁃
sion) and then selecting the matches with high confidence from 
those matches using a relevant method to refine them to a high-
resolution sub-pixel level. In this way, the large acceptance 
field of the model enables the converted signature to reflect the 
context and location information, and the matching is imple⁃
mented through multiple layers of self-attention and cross-
attention. Many methods integrate feature detection, feature de⁃
scription, and feature matching into the matching pipeline in an 
end-to-end manner, which helps improve matching performance.

Visual orientation is a problem of estimating a 6-DoF camera 
pose from which a given image is taken relative to a reference 
scene representation. The classical approach to visual position⁃
ing is structure-based, meaning that they rely on the 3D recon⁃
struction of the environment (that is, point clouds) and use local 
feature matching to establish a mapping relationship between 
the query image and 3D map. Image retrieval can be used to re⁃
duce the search space by only considering the most similar ref⁃
erence images rather than all possibilities. Another approach is 
to interpolate or estimate the relative posture between the que⁃
ried and retrieved reference images directly from the reference 
images, which is independent of the 3D reconstruction results. 
In the scene point regression method, a correspondence be⁃
tween a two-dimensional pixel position and a three-dimensional 
point may be directly determined by using a deep neural net⁃
work (DNN), and the position of a camera is calculated simi⁃
larly to a structure-based method. Modern scene regression 
benefits from 3D reconstruction during training but does not de⁃
pend on it. Finally, the absolute posture regression method uses 
DNN end-to-end posture estimation. These approaches differ in 
generalization capabilities and location accuracy.

In addition, some methods rely on 3D reconstruction, while 
others only require reference images with position marks. The 
advantage of using a 3D reconstruction is that the position gen⁃
erated is very accurate, and the disadvantage is that these 3D 
reconstructions are sometimes difficult to obtain or even more 
difficult to maintain. For example, if the environment changes, 
the position needs to be updated. For classical structure-based 
work, reference may be made to a general visual positioning 
framework proposed by SARLIN et al. [16] The framework can 
predict both local features and global descriptors by using a 
hierarchical positioning method, so as to implement accurate 
6-DoF positioning. Using a coarse-to-fine localization pattern, 
the method first performs a global search to obtain location as⁃
sumptions and then matches local features in these candidate 
locations. This layered approach saves uptime for real-time op⁃
erations. This method presents a hierarchical feature network 
(HF-Net), which jointly estimates local and global features, 
shares computation to the maximum extent, and uses a multi-
task still compression model.
3 Web AR Navigation System Based on Lo⁃

cal Scenario Perception
This paper presents an indoor Web AR navigation system 

architecture based on the local point cloud map. By delivering 
the space local point cloud map to the web front end for posi⁃
tioning, the real-time positioning can be implemented only by 
using the computing power of the web front end, which has the 
characteristics of short time consumption and accurate posi⁃
tioning. In addition, this paper proposes an optimization solu⁃
tion to the local point cloud map, including specific measures 
such as descriptor deduplication and outlier elimination, 
which improves the quality of the point cloud. Finally, interpo⁃
lation and smoothing effects are introduced to local map local⁃
ization to enhance an anchoring effect and improve smooth⁃
ness and appearance of user experience. In a small-scale in⁃
door scenario, a localization frequency on an iPhone 13 may 
reach 30 fps, and localization precision is within 50 cm. In 
this paper, a function of implementing real-time positioning by 
using only Web front-end computing power is proposed for the 
first time. It outperforms existing mainstream visual-based po⁃
sitioning for AR navigation, GPS-based positioning, and multi-
sensor fusion positioning. The proposed method can signifi⁃
cantly save computing resources without the help of any addi⁃
tional sensors or cloud computing devices. It takes a very 
short time to meet the real-time requirements and provide us⁃
ers with smooth positioning, improving user experience.

Fig. 2 shows the proposed Web AR indoor navigation system 
based on local point cloud map positioning. This system con⁃
sists of three modules: offline map creation, server, and web.

The offline map creation module is mainly responsible for 
the reconstruction of a point cloud map. Three-dimensional re⁃
construction is implemented by photographing an environmen⁃
tal image that needs to be reconstructed and then scale-based 
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restoration is performed, to finally obtain a sparse point cloud 
map and save the sparse point cloud map in the format of a 3D 
point plus a descriptor. Then, the point cloud is visualized and 
divided according to the preset interest point when the user 
wants to perform a model anchoring display. The related geo-
fence information is set, which is mainly used for service expe⁃
rience after entering the local point cloud range. Currently, 
the geo-fence range is mainly 3 m–5 m and established ac⁃
cording to a specific scenario. The sparse point cloud is di⁃
vided into multiple local point cloud maps. Next, the point 
cloud is optimized by using descriptor deduplication and out⁃
lier removal and is stored in the bin format.

The server performs positioning on the captured initial posi⁃
tioning picture to obtain an initial positioning posture of the 
camera, so as to determine a local point cloud closest to an ini⁃
tial positioning point position. The local point cloud communi⁃
cation service is responsible for delivering the specific local 
point cloud to the Web front end in accordance with the re⁃
quest of the Web front end for the local point cloud.

The Web front end sends a request to the server end by us⁃
ing a local point cloud communication service, receives spe⁃
cific local point cloud information, and then captures an image 

of a video frame by using a local point cloud positioning system 
of the Web front end. The Web front end obtains correspond⁃
ing camera position information for positioning and then ren⁃
ders a navigation route and a corresponding material based on 
the camera position information obtained by positioning. Fig. 2 
shows how to implement AR navigation through the local cloud.

The time consumption of each step of the local point cloud 
positioning algorithm is collected and optimized, including im⁃
age data transmission on a Web end, improvement of a feature 
extraction algorithm, feature matching optimization, etc. Table 1 
shows the performance test of cloud positioning of different mod⁃
els at different point sizes. In the point cloud of 0.9 MB, the opti⁃
mized algorithm can reach 91 fps on an iPhone 13.

The redundancy of the point cloud size greatly affects the 
accuracy of the local point cloud positioning algorithm. There⁃
fore, two local point cloud optimization solutions are designed: 
1) Using filter feature descriptors to remove duplicates (Fig. 3);
2) Using test data to filter real and valid point cloud data and 
remove redundancy.

Considering that the positioning algorithm is an optimization 
problem (reducing a reprojection error), it is extremely affected 
by noise, and therefore a final obtained track is not smooth 

▼Table 1. Different mobile phone models in frames per second
Descriptor Size/MB

0.9

Mobile Phone Model
MEIZU 11
OnePlus 6
Xiaomi 11
Iphone 13

Extracting ORB Features
1.052
0.876
0.557
0.098

Feature Matching (KNN)
38
37
19
8

PNP
4
4
2
2

Total Calculated Time/ms
50
46
26
11

Frames per Second/fps
20
21
38
90

KNN: k-Nearest Neighbor        ORB: oriented FAST and rotated BRIEF          PNP: Perspective-n-Points

Obtain the initial position sum by referring to orbslamLast position optimization (using pnp) Considering mismatches may occur each time when positioning data is placed on the web, the previous frame data is introduced and modified for tracing

ICP registration is performed continuously during vehicle navigation, and the problem is solved based on the previous frame.Orbslam tracing obtains the initial posture first and is optimizing the posture
Ground truth

Database.db

Initial positioning
Image

Continuous positioning
Query image

IMU

Web

DownloadBack-endpositioning

Colmap-ORB

Outlier removal

3D point and descriptor

Continuous positioning

Continuous positioning

Point-cloud division(density-based/grid-based)

Point-cloud map storage
Point-cloud pre⁃diction process

Previous frame of image data

Point-cloud compres⁃sion (ceiling floor point removal)

Database

Point-cloud storage architec⁃ture (the number of 3D points and number of descriptors)One to many

Back-endpositioning

Colmap-siftGPU scale recovery

9 10 11
0 1  2  
3 4 5
6 7 8

▲Figure 2. Local scenario perception and the proposed web navigation system architecture
ICP: Iterative Closest Point      IMU: Inertial Measurement Unit      ORB: oriented FAST and rotated BRIEF
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enough. To ensure a stable anchoring effect, a 
filtering manner is used to optimize the position⁃
ing algorithm as follows.

1) A high-pass filter and a low-pass filter are 
used to eliminate incorrect positioning (Fig. 4)；

2) The camera position information of the 
first k frames and the sliding average value are 
used to smooth the track of the current frame.

Because the original environment on the web 
side supports only a single thread and the loca⁃
tion algorithm based on the local point cloud 
cannot meet the real-time requirement (20 fps) 
with limited computing resources on the web 
side, the proposed algorithm is optimized by de⁃
laying video frames (Fig. 5). To ensure the sta⁃
bility of the local point cloud positioning algo⁃
rithm, the optical flow tracking algorithm is in⁃
troduced to improve the number of 2D-3D 
matches by using the previous frame’s prior 
knowledge, as shown in Fig. 6. Figs 7 and 8 
show the experimental results without and with 
the optical flow respectively. The stability of 
model anchoring is improved during the posi⁃
tioning process.
4 Conclusions

This paper proposes a Web AR indoor navi⁃
gation system based on local point cloud map 
positioning, which has beneficial effects on 
technical value compared with the prior art. It 

innovatively proposes the idea of point-cloud distribution, 
that is, to download the map of local point-cloud to the Web 
front end and use the computing power of the Web front end 
for positioning. Compared with an existing mainstream visual-
based positioning manner for AR navigation, GPS-based posi⁃
tioning manner and multi-sensor fusion positioning manner, 
the positioning manner provided in the present invention 
does not depend on any additional sensor or external comput⁃
ing environment, thereby reducing development and deploy⁃
ment costs.

A lightweight web front-end positioning algorithm is pre⁃
sented for indoor Web AR navigation when the computational 
power of the web front-end is limited. A degree of dependence 
on network communication is reduced, the requirement of 
Web AR navigation on a network environment is reduced, and 
environment adaptability is improved. It takes a short time to 
deliver the web front-end positioning system to the point cloud 
for indoor Web AR navigation. In a small-scale indoor scenario, 
the positioning frequency on the iPhone 13 can reach 90 fps, 
which brings users a smooth user experience based on satisfying 
the real-time positioning requirements for Web AR navigation.▲ Figure 4. High-pass filter is 

added for Web AR navigation

Destination 1

vConsole

view reset back mock 1mock 2 outputShow

▲ Figure 3. No filter is added for 
Web AR navigation

Destination 1

view reset back mock 1 mock 2 outputShow

vConsole

▲Figure 5. Delaying two frames without optical flow
ORB: oriented FAST and rotated BRIEF      PDR: pedestrian dead reckoning

Delay 2 frames

Rendering

Interpolation Local positioning PDR
ORB frame without optical flow
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▲Figure 6. Experiment of adding interpolation for optical streams

LK: Lucas Kanade      ORB: oriented FAST and rotated BRIEF       PDR: pedestrian dead reckoning
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tivity by analyzing the channel state information (CSI) of the received signal, which makes fall detection possible. We propose a fall detection sys⁃
tem based on commercial Wi-Fi devices which achieves good performance. In the feature extraction stage, we select the discrete wavelet trans⁃
form (DWT) spectrum as the feature for activity classification, which can balance the temporal and spatial resolution. In the feature classification 
stage, we design a deep learning model based on convolutional neural networks, which has better performance compared with other traditional 
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1 Introduction

Population aging is a common phenomenon in the world 
today, and the health as well as safety of the elderly is 
a growing concern. Every year, one-third of the elderly 
people over 65 fall down, resulting in injury or even 

death[1]. Most of the elderly deaths caused by falls are due to 
untimely treatment, so fall detection has become an important 
method to prevent fall-related deaths in the elderly.

Extensive research has been conducted on fall detection 
techniques. Traditional methods mainly use cameras[2–3], 
wearable sensors[4–5], and ambient environment sensing-based 
approaches[6–8] for fall detection. Camera-based detection sys⁃
tems require infrastructure deployment and video data collec⁃
tion, which raises the user’s privacy concerns. Solutions 
based on wearable sensors require users to carry specific de⁃
vices, which is inconvenient. Ambient environment sensing-
based approaches require specific infrastructures (e. g., radar 
and infrared) and are expensive, which prevents them from 
pervasive applications. Therefore, it is important to find a fall 
detection solution that is device-independent, privacy protect⁃
ing, secure, inexpensive and easy to deploy. The emergence of 
commercial Wi-Fi[9–10], which can effectively meet these con⁃
ditions, has also received a lot of attention from researchers. 

Wi-Fi devices sense the user’s activity by analyzing the chan⁃
nel state information (CSI) of the received signal, which en⁃
ables various applications such as gesture recognition[11–12], 
gait recognition[13–14], and trajectory tracking[15–16], and there⁃
fore we have found an opportunity that Wi-Fi has the feasibil⁃
ity of performing fall detection.

Most existing work can be divided into two stages: feature 
extraction and feature classification. Feature extraction refers 
to the extraction of parameters from the original Wi-Fi signal 
as human fall features, and feature classification refers to the 
construction of classifiers to identify fall actions based on vari⁃
ous classification methods. In feature extraction, most existing 
work can be divided into two categories. The first category is 
to directly use the original features in the received signal, 
mainly the amplitude and phase information of CSI, including 
WiFall[17], RT-Fall[18], Anti-Fall[19], FallViewer[20], etc. WiFall 
is the first work that utilizes commercial Wi-Fi devices for fall 
detection, which characterizes human activity by using the 
fluctuation of the amplitude of CSI. Furthermore, Anti-fall 
combines the amplitude and phase information of CSI to char⁃
acterize human activities. Considering that the phase of CSI 
collected by commercial devices contains random noise, RT-
Fall reduces the impact of random phase by calculating the 
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phase difference of different receiving antennas and uses the 
amplitude and phase difference information of CSI to demon⁃
strate human activities. FallViewer designs a series of CSI de⁃
noising schemes to obtain more refined CSI information for 
characterizing human activities. These works all utilize tradi⁃
tional machine learning approaches such as support vector ma⁃
chines (SVM) to classify activity and perform fall detection. 
The second category is to process the received signal in the 
time and frequency domain to obtain higher-order features, 
such as the short time Fourier transform (STFT) spectrum, and 
this type of work includes FallDeFi[21], TL-Fall[22], CNNFall[23], 
etc. Both FallDeFi and CNNFall utilize denoising of CSI and 
perform STFT to extract Doppler frequency shift information 
to characterize user activities. FallDeFi extracts statistical fea⁃
tures from the Doppler frequency shift and selects the features 
that are closely related to human activities, using SVM for 
classification. On the other hand, CNNFall uses a convolu⁃
tional neural network model to classify Doppler information 
and perform fall detection. The original features of CSI are in⁃
fluenced by the environment, which makes it difficult to repre⁃
sent human activities; the STFT spectrum has a fixed window 
size, which cannot balance the temporal and spatial resolu⁃
tion. Most existing works[17–22] in feature classification have 
used traditional machine learning schemes for classification, 
such as SVM and random forests. A small number of works 
have implemented a classification based on deep learning 
models[23]. In these traditional machine learning solutions, sta⁃
tistical features are extracted without clear physical meanings. 
In order to better meet the practical needs, we are devoted to 
designing a fall detection system based on commercial Wi-Fi 
devices, which increases the system performance and mini⁃
mizes the computational complexity of the system. In the fea⁃
ture extraction stage, we extract the discrete wavelet transform 
(DWT) spectrum from the received raw signal as a feature to 
characterize the person’s activities. Theoretically, using dif⁃
ferent window sizes to extract human activity information in 
different frequency bands of the DWT 
spectrum can maintain high frequency 
resolution in the low-frequency band 
and high time resolution in the high-
frequency band, which is more flexible 
than using a fixed window size. In addi⁃
tion, DWT spectrums can reduce the in⁃
terference of the surrounding environ⁃
ment on the channel state information 
and mitigate the impact of environmen⁃
tal changes. In the feature classification 
stage, we design a deep learning model 
based on convolutional neural networks 
to build a classifier to identify the fall 
action. Compared with traditional ma⁃
chine learning models, deep models can 
better extract high-order spatio-temporal 

information about human activities and obtain more universal 
representations of human activities. Meanwhile, we evaluate 
the system based on the data collected on commercial Wi-Fi 
devices. The evaluation results show that the performance is 
better than existing fall detection work and other combined 
schemes, and the complexity of the model is less than other 
deep classification models. In summary, the main contribu⁃
tions of this paper are as follows.

1) We propose a new fall detection solution based on com⁃
mercial Wi-Fi devices, which achieves better performance 
with less computation costs compared with existing solutions.

2) We select the discrete transform wavelet spectrum as the 
feature for activity classification, which has better environmen⁃
tal robustness compared with the original feature.

3) We design a deep learning model based on convolutional 
neural networks, which can extract higher-order features and 
better characterize human activities compared with traditional 
machine learning models.

4) We have conducted extensive experiments, including 
both fall and non-fall. The experimental results show that our 
work outperforms existing fall detection work and other com⁃
bined schemes, and achieves a false alarm rate of 4.8% and a 
missed alarming rate of 1.9%.

The rest of this work is organized as follows. Section 2 pres⁃
ents the design of the system, Section 3 evaluates the imple⁃
mented system, and Section 4 summarizes this work.
2 System Design

2.1 System Overview
The overall framework design of the system is shown in 

Fig. 1. In the data collection module, we use commercial Wi-
Fi devices to collect CSI of different activities of people. The 
feature extraction module preprocesses the received raw CSI 
information and then extracts the DWT spectrum as the fea⁃
tures for activity classification. The feature classification 

▲Figure 1. System framework diagram
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module uses a deep learning model to analyze the spatial fea⁃
tures of the input feature spectrum images and perform binary 
classification to determine the presence of fall activities. We 
will introduce feature extraction and feature classification re⁃
spectively in Sections 2.2 and 2.3.
2.2 Feature Extraction

The feature extraction module extracts the corresponding 
features from the CSI information received by the commercial 
Wi-Fi device, which is used to characterize the activity of a 
person to identify the person’s activity. CSI reflects the infor⁃
mation of the physical layer channel and represents the chan⁃
nel response of the wireless link[24]. CSI is the channel attri⁃
bute of the communication link, which represents the fading 
factor of the signal between the transmitter and the receiver 
for each transmission path between the transmitter and the re⁃
ceiver as a fading factor. Let X ( f, t ) and Y ( f, t ) be the fre⁃
quency domain responses of the transmitter and receiver at 
moment t and subcarrier f, respectively, then the following re⁃
lationship exists between them,

Y ( f, t) = H ( f, t) × X ( f, t) , (1)
where Y ( f, t ) represents the channel frequency response 
(CFR), which is the frequency domain representation of CSI, 
and is usually a complex value. In practice, there are usually 
multiple propagation paths between the transmitter and the re⁃
ceiver, so it can be written in the following form:

H ( f, t) = ∑k = 1
N αk ( f, t )e- j2πfτk ( t ) , (2) 

where N is the number of multipaths, and αk ( f, t ) and τk ( t ) 
represent the attenuation coefficient of the k-th propagation 
path and the propagation delay, respectively. In this experi⁃
ment, the CSI information obtained from each receiver an⁃
tenna contains 30 subcarriers[25]. In this system, we use the 
amplitude information of CSI for subsequent data processing.

As shown in Fig. 1, feature extraction in this system mainly 
includes signal interpolation, signal denoising, signal smooth⁃
ing, principal component analysis, and DWT calculation[22].

1) The purpose of signal interpolation is to obtain uni⁃
formly distributed samples. During the transmission of Wi-Fi 
signals, due to airport blocking and 
other reasons, the received data pack⁃
ets may have uneven sampling in the 
time domain. The theoretical analysis 
of the time-frequency domain in signal 
processing is based on the assumption 
of uniform sampling. Therefore, if the 
actual sampling is non-uniform, the re⁃
sults of video analysis will contain 
noise, and interference frequencies that 
are not present in the original signal 

will appear in the spectrum. This can make the extracted 
time-frequency domain features unable to fully reflect the ac⁃
tivity information of the person, which will affect the classifi⁃
cation of the person’s activity. In the system, we perform 
one-dimensional linear interpolation on the CSI amplitude in⁃
formation extracted from non-uniform sampling[18] to reduce 
the impact of non-uniform sampling.

2) In the signal denoising part, the original CSI is filtered 
to retain the main components of personnel activities and fil⁃
ter out high-frequency and low-frequency noise. As shown in 
Fig. 2(a), the original CSI signal usually contains a lot of 
noise. The noise includes not only low frequency noise such 
as hardware noise and DC components but also high fre⁃
quency noise such as signal burst. The main component of 
human activities that we need is in the middle of high fre⁃
quency and low frequency. Therefore, we use a band-pass 
Butterworth filter for filtering. The setting of the low cutoff 
frequency is based on a balance between the requirements of 
interference elimination and the loss of low-frequency infor⁃
mation. Specifically, the speed of normal human motion does 
not exceed 4 m/s. The Wi-Fi device operates at 5.825 GHz, 
and the corresponding Doppler frequency spectrum (DFS) up⁃
per limit is calculated to be 80 Hz[32]. Generally, the range of 
signal low-frequency noise is 0 Hz– 4 Hz, and the Doppler 
frequency deviation caused by personnel activities including 
falling, walking, bending and sitting is usually not more than 
80 Hz. Therefore, we first carry out band-pass filtering on the 
signal, with a passband range of 4 Hz – 80 Hz, to filter out 
band noise[22]. The filtered CSI signal is shown in Fig. 2(b), 
and most of the disturbances in the signal have been filtered.

3) Signal smoothing is to better reduce the influence of in⁃
band noise and signal jitter on activity recognition. We use the 
weighted moving average method to smooth the filtered CSI 
signal. Let’s assume that the sampling sequence of a subcar⁃
rier of the CSI at different times is C = [ v1, v2,…, vL ], then the 
smoothed CSI sequence is the weighted average of the CSI 
sampling values at the previous time, that is:

v̂i = 1
n + ( )n - 1 + … + 1 × ∑j = 1

n ( j × vi - n + j ), (3)
where v̂i is the i-th sampling point of the smoothed CSI, and 

▲Figure 2. (a) Original channel state information (CSI) amplitude image; (b) CSI amplitude im⁃
age after signal denoising; (c) CSI amplitude image after signal smoothing
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the value of n represents the correlation between the CSI 
smoothing result and the CSI sampling at the past time. In the 
experiment, we take n=20. The smoothed CSI image is shown 
in Fig. 2(c).

4) The purpose of principal component analysis (PCA) is to 
extract the main features in the subcarrier to achieve more ac⁃
curate activity recognition. In this work, each receiving an⁃
tenna can obtain data from 30 subcarriers. We apply PCA to 
each subcarrier of CSI and select the second principal compo⁃
nent of the signal for subsequent feature extraction, because 
the first principal component in the signal usually contains a 
lot of noise while containing the information about human ac⁃
tivities. Fig. 3(a) shows the original amplitude of each CSI sub⁃
carrier, and Fig. 3(b) shows the second principal component of 
the corresponding CSI signal.

5) The purpose of DWT calculation is to obtain a discrete 
wavelet transform spectrum for fall detection. In the process of 
falling, people first have an acceleration process, and the ac⁃
celeration is downward. The speed reaches the maximum 
when it collides with the ground quickly, and then the ground 
gives people an upward force. The acceleration is upward, and 
the speed quickly drops to 0. Compared with STFT[26], DWT 
can achieve a good trade-off between time resolution and fre⁃
quency domain resolution. In the higher frequency range, ac⁃
tions usually change quickly, which can achieve higher time 
resolution; in the lower frequency range, the action usually 
changes slowly and can achieve higher frequency domain reso⁃
lution. In order to accurately detect the change in the user’s 
motion speed, in this work, we use the time-frequency domain 
component of the signal to detect falls[27]. DWT can calculate 
the corresponding energy size of components in different fre⁃
quency ranges[28–29].

In this work, we use the demy wavelet base to obtain the fifth-
order DWT spectrum. In the experiments, we find that the demy 
wavelet basis with five levels of frequency order is more suit⁃
able for fall detection. Typically, fall actions bring higher signal 
frequencies, with the highest values usually at level 4 or level 
5, while non-fall actions usually have fre⁃
quency orders below level 3. At the same 
time, using a moderate number of levels 
also reduces the computational burden of 
subsequent calculations. Fig. 4 shows 
the DWT spectrum of fall and walk ac⁃
tivities. The place with higher brightness 
represents higher signal energy. It can be 
seen that the energy of signals in fall ac⁃
tivities gradually increases from level 5 
to level 2, and then gradually decreases. 
The energy of the signal in the walking 
motion is always at a lower wavelet level. 
It can be seen that the wavelet energy 
distribution of signals varies with differ⁃
ent activity types.

2.3 Feature Classification
The DWT spectrum can reflect the time-frequency domain 

characteristics of the signal, and this part uses convolutional 
neural networks (CNN) to classify the extracted DWT spec⁃
trum as shown in Fig. 5. In theory, the horizontal axis of the 
DWT spectrum we extract represents the time information of 
the user’s activity, while the vertical axis represents the fre⁃
quency information of the user’s activity. CNN uses convolu⁃
tional kernels of different sizes to extract edge information 
from the DWT spectrum. The horizontal component of the 
convolutional kernel can extract the temporal difference in⁃

▲Figure 3. (a) Amplitude image of each subcarrier of the original chan⁃
nel state information (CSI) and (b) second principal component ampli⁃
tude image

▲Figure 5. Feature classification model
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▲ Figure 4. (a) Discrete wavelet transform (DWT) spectrum of fall ac⁃
tivities and (b) DWT spectrum of walking motion

1
2
3
4
5

Time

Am
plit

ude

(a)
Time

Am
plit

ude

(b)

Time
(a)

Time
(b)

Wa
vel

et l
eve

ls

1
2
3
4
5

Wa
vel

et l
eve

ls

1@5×2 000 1@5×1 880 6@5×940 16@5×200

6@1×2
Max pooling

6@1×121
2D conv

16@1×5
2D conv

6@1×2
Max pooling

16@5×100 8 000×1
1 024×1 128×1

n_class_1
SoftmaxFCFCFlattern

63



ZTE COMMUNICATIONS
December 2023 Vol. 21 No. 4

GONG Panyin, ZHANG Guidong, ZHANG Zhigang, CHEN Xiao, DING Xuan 

Research Papers   Research on Fall Detection System Based on Commercial Wi-Fi Devices

formation of the user’s activity, while the vertical component 
can extract the frequency difference information of the user’s 
activity. Overall, using a CNN model can extract high-order in⁃
formation about the user’s activity in both time and space do⁃
mains, thus obtaining a high-order representation of the user’s 
activity.

Let S be the input data set. This work pre-collects sample 
data of falls as well as normal activities and extracts features 
for training, where each sample datum has a time length of T =
2 s and a sampling frequency of 1 000 Hz. Each input sample 
of the classification model s ∈ S is a DWT 2D spectrum of 5×
2 000, where the sampling length of the time dimension is 2 
000 and the frequency dimension is quantified into 5 levels.

Our work first extracts the spatial features of the 2D spec⁃
trum using convolutional and pooling layers[30–31].

F = g2( f2(g1( f1(S, θ1 ) ,θ2 ) ,θ3 ) ,θ4 ) ,  (4)
where f1 and f2 represent the convolutional layers, g1 and g2 represent the pooling layers, θ1 -  θ4 represent the parameters, 
and F represents the extracted spatial features. Specifically, 
we first generate six feature maps of dimension 5×1 880 using 
six convolutional kernels of dimension 1×121, and then gener⁃
ate six feature maps of dimension 5×940 using the maximum 
pooling layer. Then we continue to generate 16 feature maps 
of dimension 5×200 using 16 convolutional kernels of dimen⁃
sion 1×5, and then generate 16 feature maps of dimension 5×
100 using the maximum pooling layer. The feature maps are 
then generated using the maximum pooling layer. With two 
convolutional and pooling layers, we extract the spatial fea⁃
tures of the signal. Next, we spread the dimensionality of the 
features and input them to the subsequent fully connected 
(FC) and Softmax layers for fall detection.

R = softmax (h2(h1(F,θ5 ) ,θ6 ) ,θ7 ) , (5)
where h1 and h2 represent the fully connected layer and θ5 -
θ7  represent the parameters. The FC layers are activated us⁃
ing rectified linear units (ReLU) and each FC layer uses a 
dropout mechanism to avoid overfitting. In this way, we use 
features to determine the presence of dropout activity.

The system’s overall algorithm is shown in Algorithm 1.
Algorithm 1. Fall detection algorithm
Input: CSIraw, the raw CSI measurements.
Output: Fall detection results.
Signal interpolation:
CSIinterp ← CSIraw
Signal denoise:
CSIdenoise ← CSIinterp
Signal smoothing:
CSIsmooth ← CSIdenoise
Principal component analysis:

PCs ← PCA (CSIsmooth) PC2 ← the second PCs calculate DWT 
Spectrum:
DWT spectrum ← DWT (PC2) with demy wavelet base clas⁃
sify falls and non-falls:
Fall detection results ← deep model (trained model, DWT 
Spectrum)
return Fall detection results
3 System Evaluation

3.1 Experiment Methodology
1) Experimental setup. The goal of our work is to imple⁃

ment a low-cost, senseless, non-contact fall detection system, 
so this paper uses a commercially available Wi-Fi device for 
the experiments. The experiments are based on a previously 
acquired dataset, the acquisition environment of which is 
shown in Fig. 6, and the size of the common home environ⁃
ment is 9.6 m×3.6 m. The yellow area is the fall monitoring 
area, and the line-of-sight path between the transmitter and 
receiver is obscured by a door. We use the CSITools platform 
and an Intel 5300 wireless card to collect CSI information. 
The center frequency of the wireless cards for both the trans⁃
mitter and receiver is set to 5.825 GHz with a bandwidth of 
20 MHz. The receiver is set to monitor modes to receive data 
from the transmitter. The transmitter sends CSI information 
at a frequency of 1 000 Hz.

2) Data acquisition. Our work collects data in the monitor⁃
ing area in Fig. 6. There are five members in the family of the 
experiment. To obtain data on falls, this work asks partici⁃
pants to perform the fall action on their own with controlled 
risk. Specifically, participants wear protective equipment and 
pretend to fall unconsciously whenever possible. To obtain 
more data on falls, we also use dummies to simulate real users 
to perform falls. In addition, we collect non-falling activities of 
each user in their daily life. To collect data on normal activi⁃
ties, users are asked to perform activities in the monitored 
area. In total, about 600 sets of fall samples and 2 000 sets of 
non-fall samples are collected in this work. Among the fall 

▲Figure 6. Experimental environment setup
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samples, the number of dummy samples accounts for about 
490 groups, and the rest are falls of real users. The sample 
types of falls include tripping, slipping, losing balance, kneel⁃
ing, sitting-falling, and walking-falling, and the sample types 
of non-falls include activities such as walking, jogging, sitting/
standing up, bending down to pick up, and squatting.

3) Detection metrics. Our work uses two intuitive fall detec⁃
tion metrics: the false alarm rate (FAR) and the missed alarm 
rate (MAR). FAR is the ratio between the number of incor⁃
rectly identified normal activity samples and that of all normal 
samples, showing how often users are disturbed when no fall 
activity occurs. MAR is the ratio between the number of incor⁃
rectly identified fall samples and that of all fall samples, show⁃
ing the sensitivity and detection capability of the system for 
fall activity.
3.2 System Performance

1) Performance comparison of existing work. We compare 
the present work with the currently available work on fall de⁃
tection using Wi-Fi based devices. We divide the pre-
collected dataset into a training set and a test set and extract 
the corresponding features for evaluation, using a ten-fold 
cross-validation approach. Fig. 7 shows 
the performance of the system evalua⁃
tion. The MAR and FAR of our system 
are 4.8% and 1.9%, respectively, which 
are better than the existing work. Since 
the experimentally collected non-fall 
data are all data of users performing ac⁃
tivities, and according to the survey re⁃
sults of the National Bureau of Statis⁃
tics, the average time spent by Chinese 
residents at home is about 7.5 h per day, 
and the FAR of the system will be fur⁃
ther reduced in the home scenario, 
which is expected to be around 0.6%.

A comparison of existing work 
shows that using deep models for fall 
detection performs significantly better 
than using traditional machine learn⁃
ing. For example, using a deep learn⁃
ing model outperforms a traditional 
machine learning SVM model when 
the same DWT spectrum is used as the 
extracted feature. Specifically, the 
MAR and FAR decrease by 10.6% 
and 8.3%, respectively. In theory, the 
deep learning model can acquire more 
hidden features in the wireless signal; 
while the traditional machine learning 
model mostly extracts statistical fea⁃
tures for activity identification, which 
is relatively less physically significant.

2) Performance comparison of different deep model 
schemes. In addition to the already working detection 
schemes, we combine different detection schemes by our⁃
selves based on the CSI amplitude/phase, DWT spectrum and 
STFT spectrum, combined with models such as the long short-
term memory (LSTM) network in deep learning. The results of 
our systematic evaluation of different schemes are shown in 
Fig. 8. It can be seen that with the deep learning models, the 
performance of the DWT spectrum and STFT spectrum-based 
schemes is better than that of the original feature-based 
schemes such as CSI magnitude. For example, when the CNN 
model is used for feature classification, the DWT spectrum is 
better than the CSI amplitude. Specifically, MAR and FAR de⁃
crease by 3.2% and 0.7% respectively.

3) Analysis of CSI sampling frequency. In the above experi⁃
ments, the CSI sampling frequency is 1 000 Hz. Considering 
that the Wi-Fi packet transmission may be disturbed in actual 
use, the sampling frequency may be degraded. Therefore, we 
evaluate the impact of the CSI sampling frequency on the sys⁃
tem performance. We use 1 000 Hz to capture CSI, downs⁃
ample the CSI data stream to 750 Hz, 500 Hz, 330 Hz, 250 Hz 

Amp: amplitudeCNN: convolutional neural networksDWT: discrete wavelet transform
FAR: false alarm rateMAR: missed alarm ratePha: phase

STFT: short time Fourier transformSVM: support vector machines

▲Figure 7. Comparison of existing work
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and 200 Hz, and adjust the input scale of the network to match 
the extracted signal features for fall detection. The performance 
of the system is shown in Fig. 9, where the performance of the 
system also decreases gradually as the sampling frequency de⁃
creases. When the sampling frequency decreases from 1 000 
Hz to 200 Hz, the MAR and FAR of the system decrease by 
8.2% and 1.3%, respectively. This is due to the fact that the 
user’s velocity increases suddenly during the falling motion, 
which is harder to capture at lower sampling frequencies.

4) Signal interpolation algorithm performance analysis. To 
test the performance of the signal interpolation algorithm in the 
case of non-uniform sampling, we construct non-uniformly 
sampled data by randomly selecting 50% of the existing uni⁃
formly sampled samples with an overall sampling frequency of 
500 Hz, and process the constructed data using a one-
dimensional linear interpolation method. We then perform fea⁃
ture extraction and classification on the constructed non-
uniformly sampled data and the interpolated data respectively, 
and observe the effect. As shown in Fig. 10, after signal interpo⁃
lation, the MAR and FAR of the system are 7.2% and 2.5%, re⁃
spectively. The results are 2.8% and 0.6% lower than the MAR 
and FAR of the directly non-uniformly sampled data, respec⁃
tively. Theoretically, using non-uniformly sampled data to cal⁃

culate the time-frequency domain characteristics of the signal 
introduces a certain amount of error. The interpolation algo⁃
rithm of the signal can mitigate this part of the error.

5) Relevant parameters and activity analysis. In the experi⁃
ment, the MAR and FAR of the system are also changed by 
adjusting the threshold of activity discrimination. Fig. 11 
shows the changes in MAR and FAR in the case of system 
threshold adjustment. It can be seen that MAR and FAR con⁃
strain each other, and theoretically, the thresholds can be ad⁃
justed as needed to obtain the corresponding performance of 
the system. In this system, we adjust the MAR around 4.8% 
and obtain the corresponding FAR of 1.9%. In addition, we 
analyze the probability of misjudgment for different normal ac⁃
tivities and the probability of misjudgment for different fall 
types, and the results are shown in Figs. 12 and 13, respec⁃
tively. It can be seen that the bending and picking up action 
has the highest false alarm rate of 4.0%, followed by walking 
and sitting/standing up. The speed of human movements in 
these actions is usually faster, and the actions of bending 
down and picking up, and sitting down/standing up have some 
similarities with falls, so false alarms occur easily. And among 
the different types of falls, tripping has the highest missed 
alarm rate of 7.8%, followed by kneeling and sitting/stum⁃
bling. Since tripping and kneeling happen when the user usu⁃

▲Figure 9. Effect of different channel state information (CSI) sampling 
frequencies

FAR: false alarm rate     MAR: missed alarm rate
▲Figure 10. Signal interpolation algorithm performance analysis

▲Figure 11. Impact of threshold selection on performanc
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▲Figure 12. Probability of false alarms for different non-falling activities
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ally falls toward the front of the direction of motion, there is a 
certain similarity with the action of bending down to pick up, 
while the sit-down-fall situation is easily confused with sitting 
down and therefore easily to miss.

6) Comparison of network sizes for different deep models. 
We compare the scale of various deep networks, and the re⁃
sults of the comparison are shown in Fig. 14. In the case of dif⁃
ferent features, the corresponding network models are smaller 
in size because the DWT spectrum has fewer orders of fea⁃
tures compared with the original CSI magnitude information 
and the STFT spectrum. From the results, the scale of the 
model corresponding to using the DWT spectrum as features 
is one order of magnitude less than the other two features. For 
the different classification models, the CNN model has fewer 
parameters than the LSTM model with the same size input, so 
the network size is smaller. Overall, our system achieves bet⁃
ter performance by using a network model as small as possible.

7) System latency analysis. To validate the efficiency of 
our system, we deployed it on a laptop with an 8-core Intel 
i7-6700 @2.60 GHz CPU and measured the system’s run⁃
time. The system’s runtime is mainly composed of feature 
extraction and model classification. Experimental results 
show that using 2 s of CSI information as input, the overall 
average end-to-end runtime is 18.1 ms, with feature extrac⁃
tion taking 7.5 ms and model classification taking 10.6 ms. 

The results indicate that our system can achieve real-time 
detection of fall actions.
4 Conclusions

In our work, a passive fall detection system based on Wi-Fi 
is proposed. To better obtain information about the motion 
state of the target, this work extracts the DWT spectrum from 
the received raw signal to characterize the user’s activity. To 
achieve better classification results, this work designs a classi⁃
fier based on a deep learning model for fall detection. The ex⁃
perimental evaluation illustrates that our work achieves false 
alarm and missed alarm rates of 4.8% and 1.9%, with better 
performance than other existing works and systems.
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1 Introduction

For cloud service providers, maintaining an outstanding 
service level agreement with minimum downtime and 
incident response time is critical to the business. In or⁃
der to provide such a prominent high-level reliability 

and availability, IT operation plays an important role. How⁃
ever, the emergence of modern computing architectures, such 
as virtual machines, containers, server-less architecture, and 
micro-services, brings additional challenges to the manage⁃
ment of such environments[1–2].

Problem and incident tickets have been a long-standing 
mechanism in carrying on any issues reflected by customers, 
or any alerts raised by monitoring systems. According to the 
Information Technology Infrastructure Library (ITIL) specifica⁃
tion, the incident, problem, and change (IPC) systems fulfill 
the tracking, analysis, and mitigation of problems[3]. Change 
requests are nowadays mostly managed differently due to the 
practice of DevOps. Incident and problem tickets often share 
the same system and process. An incident or problem ticket 
usually starts with a short description of the problem that has 
been originally observed. The ticket itself may be augmented 

by the personnel assigned along the debugging and resolution 
process. There are also multiple software platforms and ser⁃
vices to help enterprises manage those tickets, including BMC 
Remedy, IBM Smart Cloud Control Desk, SAP Solution Man⁃
ager, ServiceNow, etc.[4]

However, dispatching an incident or problem ticket is still 
basically a manual process depending on human knowledge. 
Some of the ticket management systems offer insights such as 
agent skill level, capacity, and relevance. There are some early 
works attempting to dispatch tickets based on the agent’s 
speed from historical data[5]. Our observation reveals that dis⁃
patching to individual agents might be a secondary issue. In⁃
stead, finding the matching department for a specific issue ap⁃
pears to be a primary one especially if a prompt resolution pe⁃
riod is the desired outcome. It is not uncommon for some tickets 
to go through multiple departments before it lands on the right 
one. For example, a service unavailable problem might be 
caused by security settings, networking, hosting services, appli⁃
cations, or even databases, and the specific problem may be re⁃
solved by one of the departments or by multiple departments. 
Therefore, it is essential to find the most likely department, es⁃
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pecially at the beginning when the problem was initially re⁃
ported to resolve the issue efficiently. The specific technical 
challenge of classifying an early ticket is that the only avail⁃
able feature is problem description.
2 Related Work

Since the day when computer systems were created, IT op⁃
eration has been a critical issue. With the prevalence of on⁃
line services, in order to minimize system downtime and 
maintain premium service level agreements, IT operation 
plays a central role in achieving such a goal. Especially in to⁃
day’s highly distributed multi-layered cloud environment, it 
is untrivial to effectively find the matching departments to re⁃
solve the issue.

Artificial intelligence has been applied in IT operations, es⁃
pecially in anomaly detection[11–12], problem troubleshoot⁃
ing[13–14], and security[15–16]. A few works have attempted to 
improve the efficiency of ticket dispatching. BOTEZATU et al.
[5] tried to find the most cost-effective agent for ticket resolu⁃
tion, rather than finding a matching group or department. 
SHAO et al. [17] focused on the transfer information in ticket 
resolution and formulated a model based on prior resolution 
steps. AGARWAL et al. [18] used a supported vector machine 
and a discriminative term to predict the matching department. 
While we use ticket descriptions and other attributes to find 
the best department, our solution is quite different from the 
previous works.

In terms of ticket analysis, there are only a few works on 
alerts or ticket clustering. LIN et al. [19] used graph theory and 
similarity measures as Jaccard as the cluster mechanism. 
MANI et al. [20] proposed a technique combining latent seman⁃
tic indexing and a hierarchical n-gram algorithm. AGARWAL 
et al. [21] used a mixture of data mining, machine learning, and 
natural language parsing techniques to extract and analyze un⁃
structured tests in IT tickets. JAN et al. [22] proposed a frame⁃
work for text analysis in an IT service environment. We exam⁃
ine the clustering characteristics to discover the content of the 
ticket descriptions specific to the system under investigation. 
Our approach is generic to all systems with minor adjustments 
of synonyms and user dictionaries. When it comes to cluster⁃
ing itself, we believe our dataset is also unique as it is from 
the latest container-based cloud environment which is more 
complicated than prior systems.
3 Design of Clustering System

We apply different topic modeling algorithms to cluster the 
tickets based on their descriptions and compare their perfor⁃
mance by calculating their sum of square error (SSE) and sil⁃
houette scores. The clustering results indicate the number of 
major topics in the ticket description corpus. Since it is an un⁃
supervised learning process, it saves great effort from data an⁃
notation. For ticket classification, word embedding models 
have shown much better performance. Therefore, we only 

adopt the supervised approach using a pre-trained BERT 
model[6] which is fine-tuned with domain-specific labeled data.

Fig. 1 illustrates the overall steps we perform ticket descrip⁃
tion clustering. First, data preprocessing is performed by ex⁃
tracting texts, merging synonyms, removing stop words, etc. Af⁃
ter tokenizing the texts, we construct 4 types of bags of words 
(BoW), including binary BoW, term frequency (TF) BoW, term 
frequency inverse document frequency (TF-IDF) [7] BoW, and 
expert-weighted BoW. For each of the BoW, we apply principal 
component analysis (PCA) to check for clustering possibility 
and use K-Means to cluster the topics. We also perform latent 
dirichlet allocation (LDA) [8] for topic extraction and modeling. 

BoW: bag of words
IDF: inverse document frequency
kNN: k-nearest neighbor

LDA: latent Dirichlet allocation
PCA: principal component analysis
TF: term frequency

▲Figure 1. Data analysis flow
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Finally, we show some of the sample topics in the cluster.
4 Experiments

We use two datasets from an enterprise-scale cloud pro⁃
vider, comprising 468 infrastructure-level and 787 Platform as 
a Service (PaaS) -level incident tickets, respectively. Since 
both datasets have similar data formats, we use the same 
analysis methods, which are mainly unsupervised machine 
learning approaches such as K-means and LDA. Our goal is to 
learn and make use of the inherent homogeneity of the compli⁃
cated ticket descriptions by analyzing them.

For model training, we use the number, title or subject, and 
description from the datasets, in which the title or subject is a 
summary of the incident, and the description is a detailed text 
describing the problem. Some of the description texts are in 
the semi-structured form. For example, more than half the 
infrastructure-level ticket descriptions consist of explicit attri⁃
butes like symptoms, progress, network topology, conclusions, 
steps, and remarks. We focus on the symptom attribute rather 
than using the entire text body since prediction needs to be 
performed when the ticket only has a symptom description. 
Some of the corpus such as file names, URL links, and system 
logs are filtered as part of preprocessing.
4.1 Data Preprocessing

We extract the text of the symptom attribute from the ticket 
description. If the description does not contain an explicit at⁃
tribute of “symptom”, the whole text is used. For the symptom 
text, we utilize regular expressions to filter unwanted data like 
picture-attached file name, date, time, URL and also delete 
the system logs as many as possible. We also perform spell 
checking using a dictionary.

Our next step is to convert the symptom texts into indi⁃
vidual word tokens. Since most of the incident descriptions 
are a mixture of both Chinese and English, we use different to⁃
kenization tools for each language. “Jieba” is used for Chi⁃
nese and “spaCy” for English. We also remove stop words 
from the output token and merge synonyms, e.g., “db” and da⁃
tabase are the same, so they are uniformly replaced by a data⁃
base. The lists of stop words are from Baidu[9] and github[10]. 
We merge both and extend some ticket-specific stop words for 
the experiments.

Given that some titles are similar to the symptom in terms 
of interfering texts and marks, they are preprocessed in the 
same way. The process described above ultimately generates a 
list of most frequently used tokens in both the title and symp⁃
tom token lists. We sample high frequency Chinese and Eng⁃
lish words from the results, which are shown in Table 1.
4.2 Clustering Using BoW Models

First, we study the clustering characteristics of the incident 
tickets using the BoW model. For the tokens we extract during 
preprocessing, we choose the top high frequency words for 

title and symptom respectively. We combine the tokens from 
title and symptom based on a predefined weight so that each 
ticket is transformed into a word frequency vector, and accord⁃
ingly, the dataset is represented by a word frequency matrix.

We apply principal component analysis (PCA) to the nor⁃
malized word frequency matrix of the dataset, aiming to select 
the number of appropriate components using cumulative ex⁃
plained variance results. For example, Fig. 2 shows the PCA 
results of the symptom word frequency matrix, indicating that 
if 100 components are selected, and more than 90% of the 
variance can be explained.

After the number of the principal components is selected, 
we project the word frequency matrix to these components 
and use K-means for clustering analysis. For a given range of 
cluster numbers (i.e., values of K), we generate SSE and sil⁃
houette coefficient curves. As the best practice, the number 
of clusters is determined at the inflection point of the down⁃
ward trend SSE curve or at the point when the upward trend 
silhouette coefficient curve becomes a plateau. The results 
are shown in Fig. 2. The SSE curve does not show an obvious 
inflection point, and the absolute value of the silhouette coef⁃
ficient is too small even though the trend meets the demand 
(silhouette coefficient is between −1 and 1. The closer it is to 
1, the more reasonable the clustering is). We conclude that it 
may not be a viable approach to evaluating the best cluster 
size by using PCA.

We also perform experiments using other models such as 
TF-IDF to generate a word frequency matrix, and the results 
are similar to PCA, indicating the word frequency matrix may 
not apply to incident tickets.
4.3 Clustering Using Latent Dirichlet Allocation (LDA) 

Model
In this section, we use LDA to extract dominant topics from 

▼Table 1. Sample of high frequency words
Keywords

node
defect
version

symptom
upgrade

alert
conclusion
description

progress
operation
topology

note
cause
site

failure

Frequency
538
479
463
329
317
309
291
282
275
258
256
253
252
235
229

Keywords
tecs

provider
daisy
nova
dvs

compute
cinder

neutron
sdn

error
host
nfv
ip

agent
ceph

Frequency
328
198
150
149
139
123
90
90
79
76
69
69
64
64
62
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the topic, symptom, and the combined token list. To determine 
the performance of the optimal number of topics, we compare 
different perplexity scores and coherence scores when apply⁃
ing different topic numbers. We select the topic number at the 
inflection point where the perplexity curve or the coherence 
curve turns.

Fig. 3 shows the results of the cloud infrastructure ticket 
data using LDA with 1–30 topics. Based on the characteris⁃
tics of the curves, we can select the number of topics to be 14. 
The top ten keywords and the probabilities for each of the top⁃
ics are shown in Table 2.

LDA: latent dirichlet allocation
▲Figure 3. LDA perplexity and coherence curves
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▼Table 2. Topics and keywords in each topic
Topic

Topic 0

Topic 1

Topic 2

Topic 3

Topic 4

Keywords and Probabilities in Each Topic
interface

0.107
OS

0.113
provider

0.218
dvs

0.081
network
0.148

daisy
0.055
start

0.090
performance

0.048
gateway
0.041

blocked
0.061

NIC
0.034

capacity
0.072
device
0.038
project
0.038

power on
0.035

file
0.033
install
0.054
login
0.037

support
0.038
udm

0.032

maintain
0.025
stack
0.029

director
0.037

manage
0.033
update
0.03

virtualization
0.023

service
0.027

memory
0.031

business
0.032

management
0.029

platform
0.023
blade
0.025
query
0.029

resource
0.031

information
0.024

zone
0.022
VM

0.017
recover
0.026
pool

0.028
change
0.023

mode
0.021
mac

0.017
bandwidth

0.021
add

0.027
packet loss

0.022

increase
0.020
down
0.017

occupy
0.019
thread
0.023

endpoint
0.013

NIC： network interface card      VM： virtual machine

▲Figure 2. Principal component analysis (PCA) results, K-means SSE, 
and K-means silhouette curves using bag of words (BoW) model

SSE: sum of square error
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We evaluate the probability of topic appearance for each in⁃
cident ticket and then cluster the topics using K-means. Fig. 4 
shows the SSE curve and silhouette coefficient curve respec⁃
tively. The curves demonstrate more significant turning points 
than the ones using the BoW model, indicating the LDA 
model is more suitable for incident ticket clustering.

With 14 topics, the SSE of LDA-allocated tokens is about 
20, while the SSE of BoW is about 215, an order of higher 
magnitude. Though it is unpragmatic to map the SSE score to 
the exact accuracy, the lower the score the more accurate the 
prediction. Similarly, the silhouette coefficient for LDA results 
with 14 topics are about 0.37, compared with less than 0.10 
using BoW models. As the score measures how apart of the 
cluster ranging from − 1 to 1, a value close to 1 indicates 
clearly distinguished clusters.

Table 3 shows the titles of tickets in one cluster. Storage 
related problems consist of a majority of the tickets, espe⁃
cially during upgrade and backup stages. The next is net⁃
working issues.
4.4 Incident Ticket Classification and Prediction

Our ticket clustering experiments reveal that incident tick⁃
ets do have clustering characteristics. In order to take full ad⁃
vantage of prior knowledge, e. g., to assign coming tickets to 

the same department which has resolved similar ones before, 
we study the classification and prediction of incident tickets 
in this section. We use a similar dataset with more fields, in⁃
cluding ticket ID, ticket description, resolution, resolution 
groups, categories, sub-categories, and components. After re⁃
moving null values, the categories and record numbers are 
shown in Table 4.

There are 115 sub-categories and 49 of them contain 1 000 
records or more. The 49 sub-categories consist of 96% of the 
total tickets, and 30 of them contain 3 000 records or more 
consisting of 87% of the total records. When it comes to com⁃
ponents, there are 663 in total, among which there are 88 
items with more than 1 000 records accounting for 79% of the 
total amount, and 34 items with more than 3 000 records ac⁃

▼Table 3. Samples of title descriptions in one cluster
ID

BC20200229-0052
BC20200307-0094
BC20200309-0105

BC20200402-0034

BC20200404-0051

BC20200409-0023

BC20200411-0045

BC20200507-0012

BC20200511-0058

BC20200520-0066

BC20200603-0025
BC20200603-0027
BC20200618-0066
BC20200629-0247
BC20200630-0257
BC20200702-0060
BC20200705-0002
BC20200710-0121

BC20200710-0123

BC20200716-0095

BC20200722-0207

Title Description
Backup of version 6.10.10.08 failed during upgrading

Problems of 3.17.15.06P2 trusted resource pool
Backup of 6.10.10.P8tecs6.0 environment failed

Nova service failed due to version 3.17.15.06 license 
problem during vHSS capacity increase

Provider MariaDB failed to start after rebooting one 
of the control node in group one

Keystone service abnormal in the 5GC test node in 
3.17.14 control environment

Two of the disks failed when batch creating 32 35T 
cloud disks reporting not sufficient space

Mutual trust failed during Northeast 3.17.15.06P4 
upgrading

Part of the related information not updated after 
changing configuration of 3.17.15.06P3 on Daisy

One of the VMs failed during start reporting volume 
not found after NFVINMA1Z station upgrade

Failure of V03.17.15.06P4HP3 upgrading
Multi-node upgrade failed due to 3.17.15.06P4 

17.15.06P4HP3 mutual trust lost
3.17.15.07_T2-daisy upgrade failed

V3.17.14.P2Provider auto-backup service hang
Network issues from two VMs on 3.17.15.06P4HP3
Mirror file upload failed after V03.17.15.07T2-Pro⁃

vider upgrade
Nova service down after 3.17.15.06P4HP3 upgrade
3.17.15.08-OS distribution failed reporting mutual-

trust issue
40 VMs in shutoff status using 3.17.15.08 startup 

script
Not able to apply new license after 3.17.15.06P6-li⁃

cense failed
Tenant resource abnormal after tenants with the 

same name created

ClusterID
5
5
5

5

5

5

5

5

5

5

5
5
5
5
5
5
5
5

5

5

5
vHSS: virtual home subscriber server     VM: virtual machine

▲Figure 4. K-means SSE and silhouette curves using latent Dirichlet al⁃
location (LDA) model

SSE: sum of square error
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counting for 54% of the total amount.
In order to achieve fine granularity of the classification, we 

use the combination of sub-categories and components as the 
label. There are 29 top labels with more than 3 000 records.

We compare multiple classification algorithms including 
TF-IDF, LDA and BERT. As expected, BERT achieved the 
best precision and recall for the same dataset. Both TF-IDF 
and LDA with the regression model yield a prediction accu⁃
racy of less than 80%. We build the incident classification 
model based on BERT which is shown in Fig. 5.

1) Architecture of our model
• The input layer is a text layer with preprocessed incident 

description text.
• The preprocessing layer is a Chinese processing model de⁃

vised by Google (suited for the BERT model). Every ticket text 

is transformed into 3 vectors: input_word_ids, input_mask and 
input_type_ids with 128 dimensions respectively. In⁃
put_word_ids denotes the ID of the word. The lost elements of 
input_word_ids vector are filled with 0. For the corresponding 
numbers in an input_mask vector, they should be 1 while the 
remaining elements are 0. Input_type_ids can clarify different 
sentences. In this classification study, we set all of its ele⁃
ments to 0.

• BERT_encoder is an advanced BERT model devised by 
Google. BERT_encoder has 12 layers (bert_zh_L-12_H-
768_A-12|) and the output of the BERT_encoder consists of 
pooled_output (each text corresponds to a vector of 768 ele⁃
ments), sequence_output (each word in each text corresponds 
to a vector of 768 elements) and encoder_outputs (output of in⁃
ner units). We only focus on pooled_output in this experiment.

• The dropout layer aims at avoiding overfitting. The prob⁃
ability of dropout is set to 0.1.

• The classifier layer is a fully connected layer that outputs 
the probability of each ticket belonging to a certain classifica⁃
tion in the labels.

2) Training and testing data preparation
We use the following steps as data preprocessing to gener⁃

ate training and testing data:
• Delete all the incident tickets containing null value cat⁃

egory information or empty ticket descriptions.
• Modify the classification labels into lowercase and delete 

the redundant blank space. This operation is devised from ob⁃
serving the original data, where some categories and items are 
generally the same but only differ in lowercase and uppercase. 
For example, iCenter and Icenter.

• Delete tickets with ambiguous items and category labels like 
 “other, others, to be classified, and other pending problems”.

• Merge the item and category labels in the form of component.
category such as intelligent maintenance.itsp serve website.

• After the merging operation, delete labels and their inci⁃
dent tickets data whose statistic number is less than the 
threshold (we set 3 000 in this experiment).

• Remove HTML formatting and redundant space (including 
line feed punctuation) from the incident description texts. For 
the English content, all the letters are also put in lowercase.

• Shuffle the resulting incident data. 70% of the dataset is 
utilized as the training set and the remaining 30% is used as 
the test set.

• Each classification label and its quantity of relevant inci⁃
dent tickets are given in Table 5 (29 classification labels with 
more than 3 000 records respectively are reserved).

As a result, 103 094 incident tickets are identified as train⁃
ing data and 44 183 incident tickets are collected as test data.

For training the model, we adopt the Sparse Categorical 
Crossentropy as the loss function, Sparse Categorical Accu⁃
racy for accuracy measurement and optimize the model with 
AdamW. The experiment sets the initial learning rate to 3e-5 
and the epoch to 5. The original training data are partitioned 

BERT: bidirectional encoder representation from transformers
▲Figure 5. BERT classification network architecture

Text: inputLayer

Preprocessing: KerasLayer

BERT_encoder: KerasLayer

Dropout: dropout

Classifier: dense
BERT: bidirectional encoder representation from transformers

▼Table 4. Categories and record numbers
Category

Infrastructure
Operation product line

OA product line
EPMS intelligent service

iCenter application
PLM product line

AIOps group
Technical platform

Others
IT Wizard

Operation NOC
Network

Communication
Middleware

Security

Number of Records
177 040
64 869
55 570
22 454
19 849
15 870
14 121
1 232
171
19
17
5
2
1
1

AIOps: artificial intelligence for IT operations
EPMS: enterprise performance management system
NOC: network operations center 
OA: office automation
PLM: product lifecycle management
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into a training set and a validation set at the ratio of 9∶1 in 
this pre-training procedure (i. e., the number of incident tick⁃
ets used for model training is the number of preprocessed inci⁃
dent tickets × 70% × 90%).

Fig. 6 shows the training loss, training accuracy, validation 
loss, and validation accuracy of each epoch.

To verify our model after pretraining, we perform classifica⁃
tion tasks on the test set. The assessment results are illus⁃
trated in Table 6. The overall precision is up to 86%. The con⁃
fusion matrix of prediction results is shown in Table 7. The 
number in cell (i, j) denotes the number of tickets, the labels 
of which are i but predicted to be j in this model. Therefore, 
the numbers of correctly classified incident tickets lie on the 
diagonal while the number lying off the diagonal shows the dis⁃
crepancies in classification. 

N (i, j )∑k = 0
28 N (i, k ) ≥ 5%, i ≠ j . (1)

From Table 8, we can see that a majority of classification er⁃
ror cases occurs among different items of the same sub-
categories. For example, it is confusing for the model to clas⁃
sify the items of some sub-categories like desktop cloud, PC 
side zmail incidents, ifol finance and uds failure. In addition, 
7.4% tickets of OS issues - installation are wrongly predicted 

▼ Table 5. Top labels (combination of sub-categories and components) 
and record numbers

Classification Label

AIOps - itsp service website
desktop cloud  - linux desktop cloud

desktop cloud  - OS issues
PC side zmail - operation issues

ifol finance - oerp enterprise resource planning
desktop cloud - intranet client-side login

ifol finance - fol finance online
network proxy - usage issues

iscp supply chain - iwms.wms cloud storage
iccp customer relationship - msm marketing

iccp customer relationship - ccg contract configuration
PC side zmail - account issues

iscp supply chain - iwms.mcs manufacture management
im instant message - usage issues

PC side zmail - account creation & login
ifol finance - cms contract management web

uds failure - security check
ifol finance - cms contract management form

icenter - ts team coordination
desktop cloud - blue or black screen

engineering domain - cca cloud code review
desktop cloud - client side login failed

OS issues - installation
ibcp human resource - hol online

iscp supply chain - isrm.srm supplier management
Mobil application - icenter Mobile side
individual network issue - restriction

ibcp human resource - elearning academy
uds failure - usage issues

Numbers 
of Records

16 724
11 222
7 162
7 110
6 543
6 531
6 381
5 511
5 086
4 994
4 779
4 622
4 207
4 156
4 043
4 019
3 930
3 886
3 878
3 872
3 584
3 551
3 531
3 258
3 254
3 234
3 213
3 178
3 008

ID

0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

▲Figure 6. Training loss and accuracy vs validation loss and accuracy
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▼Table 6. Prediction accuracy on test data

0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
Accuracy

Macro avg
Weighted avg

Precision
0.91
0.85
0.67
0.80
0.88
0.73
0.93
0.91
0.93
0.91
0.91
0.84
0.90
0.91
0.80
0.80
0.89
0.79
0.93
0.67
0.95
0.87
0.89
0.90
0.91
0.95
0.87
0.95
0.79

0.86
0.86

Recall
0.91
0.85
0.65
0.85
0.88
0.75
0.93
0.93
0.92
0.93
0.90
0.80
0.91
0.93
0.82
0.80
0.90
0.77
0.94
0.71
0.95
0.89
0.88
0.89
0.91
0.93
0.77
0.96
0.69

0.86
0.86

F1-score
0.91
0.85
0.66
0.83
0.88
0.74
0.93
0.92
0.93
0.92
0.91
0.82
0.91
0.92
0.81
0.80
0.90
0.78
0.93
0.69
0.95
0.88
0.89
0.90
0.91
0.94
0.81
0.95
0.74
0.86
0.86
0.86

Support
4 951
3 289
2 071
2 146
1 931
1 974
1 872
1 619
1 543
1 470
1 500
1 381
1 231
1 266
1 188
1 206
1 228
1 159
1 119
1 173
980

1 046
1 060
925
978
994
960
955
968

44 183
44 183
44 183
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to be AIOps-itsp service website and 7.4% tickets of indi⁃
vidual network issues–restriction are wrongly predicted to be 
network proxy-usage issues.

5 Conclusions
In this paper, we demonstrate the semantic characteristics 

of problem and incident tickets. Taking the ticket data from 
a real production Cloud environment, we compare different 
text mining techniques. LDA and K-Means are applied to 
show the ticket clusters. We use BERT as the deep learning 
framework with fine-tuning to build a resolution department 
matching system. Using sub-category and component fields 
in the ticket description, our classification model achieves 
86% accuracy when predicting the best match department to 
resolve the ticket.

▼Table 8. Sample labels of classification error

desktop cloud - linux desktop cloud

desktop cloud - OS issues

PC side zmail - operation issues

desktop cloud - intranet client-side login

PC side zmail - account issues

PC side zmail - account creation & login

ifol finance - cms contract management web

ifol finance - cms contract management form

desktop cloud - blue or black screen

• desktop cloud - OS issues

• desktop cloud - linux desktop cloud
• desktop cloud - intranet client-side login
• desktop cloud - blue or black screen

• PC side zmail - account issues

• desktop cloud  - OS issues
• desktop cloud - blue or black screen

• PC side zmail - account creation & login

• PC side zmail - operation issues

• ifol finance - cms contract manage⁃ment form

• ifol finance - cms contract manage⁃ment web

• desktop cloud  - OS issues

3 289

2 071

2 146

1 974

1 381

1 188

1 206

1 159

1 173

166

216
233
203

139

242
113

196

125

132

140

174

5.0%

10.4%
11.3%
9.8%

6.5%

12.3%
5.7%

14.2%

10.5%

10.9%

12.1%

14.8%

Ground Truth Category/Erroneous Category Total Samples Error Samples

0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

0
4 520

12
8

17
2

10
6

21
4
7
5

28
6

14
31
1

30
0

19
1
5
7

78
42
6

35
25
4

44

1
5

2 789
216
21
2

70
5

27
1
0
2
6
3

24
16
0
4
0
0

42
9

11
5
2
4
5
9
4

11

2
6

166
1 352

6
0

242
0
1
1
1
1
1
2
3
2
0
6
0
1

174
1

15
9
0
0
0

18
3
5

3
22
24
6

1 826
0
2
3
3
2
2
3

196
0
7

125
3
2
0

12
4
6
1
2
2
4
3
3
4
7

4
4
1
0
1

1 706
0

61
0

22
2
3
1

29
1
0

51
1

40
2
0
3
0
2
2
6
0
1
0
1

5
14

118
233

1
0

1 473
0
0
0
0
0
1
0
0
5
0
4
0
0

93
0

50
1
1
1
0

28
1
5

6
8
1
0
3

49
0

1 745
2
8
6
2
1
2
3
1
7
0
0
6
0
2
0
0

12
12
0
1
5
6

7
20
16
2
5
0
0
1

1 510
2
1
3
0
0
1
2
1
1
0
1
0
3
3
0
0
1
0

71
2
6

8
1
1
0
0

19
0
4
2

1 421
3
2
1

25
0
0

10
0

15
2
0
2
1
0
0

16
0
0
0
1

9
1
3
2
1
2
0
5
0
1

1 374
66
0
3
1
0

13
0

13
1
1
2
0
1
3
5
0
2
1
1
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▼Table 7. Confusion matrix of prediction results

OS issues- installation

individual network issue - restriction

uds failure-usage issues

• desktop cloud - intranet client-side login

• AIOps - itsp service website

• network proxy - usage issues

• uds failure - sercurity check

1 060

960

968

93

78

71

99

7.9%

7.4%

7.4%

10.2%

续表

Ground Truth Category/Erroneous Category Total Samples Error Samples

AIOps: artificial intelligence for IT operations
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rent (AC) and direct current (DC) input, and minimizing the common-mode voltage as well as leakage current for safety reasons. In this paper, 
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1 Introduction

With the development of 5G networks, reliable 
power supply is the key to ensuring the safe and 
stable operation of communication systems. 
Higher power efficiency, lower power noise, and 

higher stability and reliability are required. Therefore, the ap⁃
plication of power factor correction (PFC) rectifiers in commu⁃
nication power supply has attracted wide attention[1–3], mainly 
to meet the power quality requirements of 5G communication 
base stations as well as the need for alternating current (AC) 
and direct current (DC) input switching[4].

At present, many researchers study multilevel convert⁃
ers[5–6], which can control the output terminals of different DC 
power supplies connected in series through a specific circuit 
topology. With the change of different switching states of the 
circuit, the multi-step wave can be equivalent to a sine wave. 
Compared with the traditional two-level converter, multilevel 
converters have the following advantages: 1) The voltage stress 
of semiconductor switching devices is reduced to achieve a 
higher level of voltage and power output; 2) it has high output 
power quality, smaller dv/dt, low total harmonic distortion 
(THD) and electromagnetic interference; 3) it can operate at 
both the fundamental wave and high frequency switching fre⁃
quency, reducing the switching loss of power switches and im⁃
proving system efficiency. Thanks to the above advantages, 

multilevel rectifiers are widely used in power supply sys⁃
tems, power factor correction, battery energy storage systems 
and other applications[7–8]. However, the multilevel con⁃
verter still has some shortcomings, one of which is that the 
number of switching devices increases exponentially with the 
increase of the level numbers, and each switch requires a 
gate driving circuit, which complicates the control strategy of 
the system and increases the cost[9]. In order to pursue better 
performance, researchers continue to innovate and improve 
the multilevel topology.

Among various multilevel converters, the five-level active 
neutral-point-clamped (5L-ANPC) topology is a topology with 
high practicability and good economy. Compared with the cas⁃
caded H-bridge (CHB) converter, only one DC source is 
needed. Compared with the neutral-point-clamped (NPC) con⁃
verter, the number of clamping devices is reduced. Neverthe⁃
less, the number of redundant switches is increased by intro⁃
ducing the flying capacitor. The DC link is divided into two 
parts, which reduces the difficulty of voltage equalization of 
the DC capacitor and realizes the capacitor voltage balance 
through a certain control algorithm. Compared with the flying-
capacitor (FC) converter, 5L-ANPC greatly reduces the 
amount of capacitance used and has great advantages[10]. In or⁃
der to suppress the common-mode voltage better, the combina⁃
tion of upper and lower bridge arms is adopted to further in⁃
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crease the number of levels and reduce dv/dt in this paper. 
Otherwise, if the 5L-ANPC topology is adopted for both upper 
and lower bridge arms, 16 switches are required. The number 
of switches is too large to meet the requirements of high power 
density. This paper presents a hybrid rectifier topology by 
combining the upper bridge arm 5L-ANPC and lower bridge 
arm diodes.

The rest of the paper is organized as follows. In Section 2, 
the operating characteristics and the control strategy of the 5L-
ANPC hybrid rectifier are introduced, including FC voltage 
regulation. In Section 3, simulations and experiments verify 
the effectiveness and performance of the strategy proposed in 
Section 2. Finally, the conclusion is given in Section 4.
2 Working Principle

2.1 Topology Analysis
A traditional multilevel topology is difficult to apply in five 

or higher levels because of the inability to control the point 
voltage in the bus bar and the excessive number of clamping 
elements. The 5L-ANPC has aroused wide concern after it was 
proposed. It can improve the output voltage level, using fewer 
devices when outputting the same number of levels, and its ca⁃
pacitor voltage equalizing control algorithm is relatively 
simple, which has great application potential in switching 
power supply.

The AC/DC rectifier circuit needs to realize power factor 
correction and suppress common-mode current. More levels 
can be achieved through the combination of upper and lower 
bridge arms, but it conflicts with the demand for high power 
density. Therefore, the topological structure of five levels on 
the upper arm and the diode on the lower arm is adopted, as 
shown in Fig. 1.

The upper bridge arm is a single-phase 5L ANPC converter 
topology, consisting of 8 switches with inverse shunt diodes, 
an FC Cf , and two supporting capacitors C1 and C2 on the DC 
side. The first part consists of two supporting capacitors and 

four switching devices, which are used to clamp the busbar 
voltage. The latter part uses the FC structure for multilevel 
output. Assuming that the voltage at the DC side is 4E, the 
conditions for the topology to work properly are as follows. 1) 
The voltage of the two support capacitors at the DC side is 
basically the same, that is, UC1= UC2 = Udc/2 = 2E. 2) The volt⁃
age of the flying span capacitor is ensured to be basically 
stable, i.e., UCf = Udc/4 = E.

The corresponding switching devices of 5L ANPC converter 
topology are complementary, and their actions must follow the 
following switching principles[8]: 1) The switching devices 
S1 and S3, S2 and S4 must be turned on or off at the same time, 
respectively. The two groups are complementary and operate 
at power frequency; 2) The switching devices S5 and S7, S6 and 
S8 should be complementary respectively and operate at the 
switching frequency; 3) When switching mode of switches is 
selected, two pairs of switch devices operating at the same 
time is usually avoided.

The positive direction of the output current io of the con⁃
verter bridge arm and the FC current if are denoted in Fig. 2. 
All switching states and their related currents can be obtained 
in Table 1. It can be seen that there are eight different switch⁃
ing states from V1 to V8, and the rectifier can produce five volt⁃

▼ Table 1. Five-level active neutral-point-clamped (5-L ANPC) converter 
switching

V1
V2
V3
V4
V5
V6
V7
V8

S1
0
0
1
1
0
0
1
1

S2
0
1
0
1
0
1
0
1

S3
1
1
0
0
1
1
0
0

S4
1
0
1
0
1
0
1
0

S5
0
0
0
0
1
1
1
1

S6
1
1
1
1
0
0
0
0

S7
0
0
0
0
1
1
1
1

S8
1
1
1
1
0
0
0
0

V0
-2E

-E

-E

0
0
E

E

2E

io
0
io

-io
0
0
io

-io
0

if
0
0
io
io
io
io
0
0▲Figure 1. Topology of hybrid 5L single-phase rectifier (adopting two-

stage bridge scheme)

▲Figure 2. Status of the direct current (DC) input switching

(a)　Vdc 1 (b)　0.5 Vdc 1

(c)　0.5 Vdc 2 (d)　Vdc 2
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age levels under the equilibrium condition, namely 0.5 Vdc, 0.25 Vdc, 0, −0.25 Vdc and −0.5 Vdc. When the output level is 
−E, 0 and E, there are two redundant switching states respec⁃
tively, and when the output level is −E and E, the correspond⁃
ing two switching states, namely (V2, V3) and (V6, V7), have op⁃
posite effects on the charging and discharging of the FC volt⁃
age. The voltage equalizing control of FC can be realized by 
adjusting the two switching states properly.

For a single-phase rectifier, common-mode voltage is de⁃
fined as Vcm= (Va+Vb)/2, where Va, and Vb are the voltages of 
bridge arms A and B, and the common-mode current has a di⁃
rect relationship with the amplitude of common-mode voltage 
and the step slope dVcm/dt. Therefore, effectively reducing the 
amplitude and jump slope of common-mode voltage can effec⁃
tively reduce the common-mode current.

The proposed five-level topology has a total of eight 
switching devices, which need to provide eight +15 V/−5 V 
on/off signals to ensure the safety and accuracy of the driv⁃
ing signals. The vertical switches S1–S4 are operated at the 
power frequency and can be isolated from the main circuit 
by an isolation transformer. The switches S5 – S8 are oper⁃
ated at the high frequency, where the upper and lower pairs 
are conducted complementarily. To simplify the drive cir⁃
cuit and reduce the cost and complexity of hardware imple⁃
mentation, the bootstrap drive circuit can be adopted to 
split the power supply into two groups to reduce the number 
of independent isolated power supplies.
2.2 DC Input Case

The proposed converter also supports DC input voltage. For 
the DC input case, the operation of this converter is down⁃
graded to a three-level boost circuit. In order to preserve the 
five-level scheme under AC input and avoid the problem of 
large common mode inductance required by the two-level 
scheme for DC, the three-level control strategy for DC is ad⁃
opted after research.

In the proposed three-level control strategy, VCkf shall be 
equal to (1/2)Vdc, namely 200 V. Voltage levels 0, 0.5 Vdc, and Vdc are used to synthesize voltage. When duty cycle d<
0.5, 0 and 0.5 Vdc are used to synthesize voltage; when 0.5<
d<1, 0.5 Vdc and Vdc are used to synthesize voltage. There 
are four switching states as shown in Fig. 2, among which 
0.5 Vdc corresponds to two switching states. The FC is used 
to realize time-sharing in parallel with the upper and lower 
capacitors, so as to achieve voltage balancing between ca⁃
pacitors C1 and C2. The on-off time of the two switching 
states is the same and the carrier phase-shift modulation 
strategy, phase-shift pulse width modulation (PS-PWM), is 
adopted. For the DC input case, the three-level switching 
states are shown in Table 2.
2.3 Control Strategy

Regarding the design of a single-phase five-level rectifier 

with excellent performance, it is necessary to meet the follow⁃
ing aspects: achieving unit power factor operation and ensur⁃
ing that the output voltage of the DC side is stable within an 
allowable error range. Therefore, a double closed-loop control 
method is proposed for the 5L ANPC rectifier studied. The AC 
input control block diagram of the circuit topology is shown in 
Fig. 3.

1) Dual control loops: The dual closed-loop control strategy 
of the voltage outer loop and current inner loop is adopted. 
The outer loop voltage control mainly tracks the DC side volt⁃
age magnitude to realize voltage stability, so as to reduce the 
DC side voltage fluctuation as much as possible. By taking the 
difference between the DC side voltage sampled in real time 
and the reference voltage, the difference is processed and fed 
back to the system by the voltage regulator to control the DC 
voltage of the bus side. The current control target of the inner 
loop is the current magnitude of the filter inductor on the AC 
side. Compared with the given signal of the inner current loop 
obtained after the setting of the outer voltage loop, the power 
factor can be adjusted to keep the current sinusoidal. The sig⁃
nal processed by the current controller is used as the modu⁃
lated signal of the main circuit switching device, which is com⁃
pared with the triangular carrier to generate a PWM wave.

The switching function of the switches S1 and S3 is defined 
as Sf13, the switching function of switches S5 and S7 is respec⁃

▼Table 2. 3-L boost switching table in a direct current (DC) case

V1
V2
V3
V4

S1
0
0
1
1

S2
1
1
0
0

S3
0
0
1
1

S4
1
1
0
0

S5
0
1
1
1

S6
1
1
1
0

S7
0
1
0
1

S8
1
0
1
0

▲Figure 3. Feedforward control block diagram
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tively Sf5 and Sf7, and then the output voltage can be written as:
Vo = [2 ⋅ (Sf13 - 1) + Sf5 + Sf7 ] × E . (1)
2E is selected as the voltage base value, and then the stan⁃

dardized output voltage range is [−1, 1]. To make the switches 
S1 and S3 work at the fundamental frequency, Sf13 can be writ⁃
ten as:

Sf13 = ì
í
î

1, 1 ≤ vo ≤ 0
0, 1 ≤ vo ≤ 0 , (2)

where vo is the reference value of the single-phase input volt⁃
age. Phase-shift pulse width modulation (PSPWM) is adopted 
in this paper with superior ability of FC voltage control. Ac⁃
cording to the principle of PSPWM modulation, the modula⁃
tion voltage uref of the switches S5–S8 can be written as:

uref = ì
í
î

vo, 0 ≤ vo ≤ 1
vo + 1, -1 ≤ vo ≤ 0 . (3)

Under the SPWM modulation, the reference sinusoidal volt⁃
age of the single-phase output of the converter is:

uo = m ⋅ Vm ⋅ sin θ , (4)
where Vm is the AC voltage amplitude when the modulation ra⁃
tio is maximum, Vm = 2E = Vdc /2, and Vdc is the DC side volt⁃
age; m represents the modulation ratio, where m = um /Vm, 
0≤ m ≤ 1, and um is the actual output voltage amplitude; θ rep⁃
resents the voltage phase angle, where θ = 2πft, and f is the 
voltage frequency.

2) FC voltage regulation: One of the major control difficul⁃
ties of 5L ANPC is to balance the FC voltage to achieve the 
desired output voltage. As can be seen from Fig. 4, the bal⁃
ance of the voltage at both ends of Cf determines whether five 
levels can be generated normally. Therefore, ensuring the sta⁃
bility of the flying capacitor voltage is crucial to normal opera⁃

tion. If the voltage fluctuation is too large, the output voltage 
quality cannot be guaranteed, resulting in serious waveform 
distortion and other problems. On the other hand, the voltage 
fluctuation of the flying capacitor will directly affect the volt⁃
age stress of the switching devices. Under normal working con⁃
ditions, the voltage borne by each switch is about Vdc/4, and 
the voltage fluctuation will directly lead to high voltage stress 
of the switches. Therefore, considering the above two consider⁃
ations, the control goal must be achieved within the range of 
voltage stress constraints and output harmonic distortion con⁃
straints of switching devices.

There is a 180° phase shift between carriers Cr1 and Cr2, cor⁃
responding to Sx1 and Sx2, respectively. As can be seen from 
the above section, the FC voltage can be adjusted by changing 
the working time of the redundant switching state (V2, V3) or 
(V6, V7) within one carrier cycle, which can be easily realized 
by modifying the modulated waves of Sx1 and Sx2. For example, 
when the Sx1 modulated wave residence time increases ∆ mx and the Sx2 modulated wave residence time decreases ∆ mx, there is a total of 2 ∆ mxix current over one current-carrying 
cycle to charge the FC. Define the average terminal voltage of 
a carrier cycle as va and calculate it to satisfy the volt-second 
balance. At this time, the average current through FC can be 
written as:

ī f = 2Δt
Ts

× io. (5)
The time width is very small and can be adjusted with a 

proportional-integral (PI) controller or a hysteresis compara⁃
tor, or a constant value can be selected. With this method, the 
FC voltage can be easily stabilized near its reference value.
3 Simulation and Experimental Results

A 5L ANPC rectifier simulation model is established un⁃
der the MATLAB/Simulink simulation tool, and the simula⁃
tion analysis is carried out according to the required techni⁃
cal indicators.

In an AC input condition, it can be seen from Fig. 5 that the 
bridge arm voltage has seven levels, and the common-mode 
voltage is small. At this time, the sinusoidal degree of the in⁃
put current is good and basically consistent with the voltage 
phase. The power factor is 1, which can realize the unit power 
operation.

In order to verify the effectiveness of the topology and con⁃
trol strategy in this paper, a 1 kW experimental prototype is 
built as shown in Fig. 6. The input port is located on the right 
side of this figure while the output port on the left side. The 
two vertical circuit boards are control and drive circuits re⁃
spectively.

Firstly, the feasibility of the modulation strategy adopted in 
the reverse inverter experiment is verified. Fig. 7 shows the 
waveform of the bridge arm levels, the output AC voltage, the ▲Figure 4. Modulation diagram under different modulated wave mx range
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output AC and the FC voltage. The DC bus voltage is 375 V 
and the load is 120 Ω. In this case, the output voltage is stan⁃
dard five levels, each level of which is Vdc/4, and the flying ca⁃
pacitor voltage is stable at Vdc/4. The output current has low 
harmonic content.

As shown in Fig. 8, the rectifier capability is verified. The in⁃

put voltage is 220 Vac , the peak input current is 10 A, the out⁃
put voltage is 400 Vdc, and the FC voltage is 100 V. Fig. 8(a) 
shows that the voltage ripple across the FC is 12 V and the cur⁃
rent ripple is about 1 A. As shown in Fig. 8(b), after adopting 
the FC voltage balance control, the FC voltage can basically 
maintain balanced near the reference value. The voltage ripple 
is 6 V and the current ripple is about 0.4 A. It can be seen that 
the level stability is improved, and THD is reduced from 6.72% 
to 4.27%, which verifies the effectiveness of the flying capacitor 
control strategy.

Fig. 9 shows the waveform of dual control loops rectifier 
condition, including input current io, terminal voltage Vn, out⁃
put voltage Vdc, and input voltage Vac. The input is 220 VAC 
and the load is 150 Ω. It can be seen that the combination of 
two bridge arms produces seven voltage levels. The second-

▲Figure 5. Waveform of alternating current (AC) input condition

▲Figure 6. Experimental prototype

▲Figure 7. Key waveforms of inversion

▲Figure 8. Voltage and current waveforms of full load: (a) with open-
loop control and (b) with flying-capacitor (FC) voltage control strategy

(a)

(b)

▲Figure 9. Experimental waveforms of rectification under dual control 
loops
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order voltage ripple of the output voltage is less than 20 V, 
and the current sinusoidal degree satisfies THD=3.89%.

Fig. 10 shows the experimental waveform of transient switch⁃
ing. As shown in Fig. 10(a), when the reference voltage changes 
from 370 V to 400 V, the output voltage reaches the new steady-
state value within one period (13 ms) without significant over⁃
voltage. As shown in Fig. 10(b), in the case of full load switch⁃
ing to half load, the amplitude of AC stabilizes at 1/2 of its origi⁃
nal value after a short fluctuation. Transient experimental re⁃
sults show that the closed-loop control strategy has good dy⁃
namic response performance.

The experimental waveform under the DC input condition is 
shown in Fig. 11, where the input voltage is 120 V and the out⁃
put voltage is 200 V. The bridge arm voltage can be composed 

of two levels, namely, 100 V and 200 V. Therefore, the feasi⁃
bility of the control strategy is verified.
4 Conclusions

To achieve low common-mode voltage and high power den⁃
sity, this paper proposes a multilevel PFC topology suitable 
for the communication power supply of 5G base stations. It is 
a hybrid topology consisting of a five-level ANPC bridge and 
a diode bridge. A 1 kW experimental prototype is estab⁃
lished, which verifies the proposed working principle and 
control strategy.

Using the modulation strategy of PS-PWM, the converter 
produces seven levels while the dv/dt is reduced to Vdc/7, 
which greatly inhibits the common-mode voltage and reduces 
the leakage current. Moreover, by adjusting the redundancy 
switching state action time to balance the flying capacitor volt⁃
age, the total harmonic distortion can be suppressed by less 
than 4%. A dual closed loop system with PI control of the volt⁃
age outer loop and quasi-proportion resonant (quasi-PR) con⁃
trol of the current inner loop is used to realize zero static error 
tracking. The output voltage is stable within an allowable de⁃
viation range, and the control performance is great. Further⁃
more, the AC and DC input switching is realized to ensure the 
reliability and flexibility of the power supply.
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1 Introduction

In the design of microwave filters, the realization of finite 
transmission zeros (TZs) is critical to improving selectiv⁃
ity. Cross-coupling is the most popular method to create 
TZs[1]. However, this multi-path mechanism often leads to 

complexity in the design of filter layout, especially for high-
order filters with many TZs. To solve this problem, frequency-
dependent coupling (FDC) is introduced into the filter design. 
In an FDC, the coupling coefficient will be zero at a specific 
frequency, creating extra TZs in a given filter network.

SZYDLOWSKI et al. [2–5] proposed an optimization-based 
approach to the synthesis of coupling matrices with FDCs. 
Years later, HE[6–7] and ZHAO[8] developed deterministic ma⁃
trix transformation approaches that can eliminate one cross-
coupling from traditional N-tuples and introduce FDCs into 
the network. Constant couplings can be realized as pure elec⁃
tric or magnetic coupling, whereas FDCs need to be imple⁃
mented as mixed electric and magnetic couplings. However, 
the mixed electric and magnetic coupling is difficult to con⁃
trol, because there is no quantitative relationship between 
FDCs and the mixed electric and magnetic couplings.

In 2006, MA[9] proposed constructing an electrical coupling 

and a magnetic coupling path between two resonators to gener⁃
ate a TZ. However, he did not give the relationship between 
the TZ position and the electric and magnetic coupling coeffi⁃
cients. In 2008, CHU[10–11] defined the mixed electric and 
magnetic coupling coefficient and gave the extraction method 
of the electric coupling coefficient (EC) and the magnetic cou⁃
pling coefficient (MC) from the electromagnetic (EM) simula⁃
tion of mixed electric and magnetic coupling structures. Fur⁃
thermore, the relationship between the location of TZ and (EC, 
MC) is found. However, the parameter extraction is carried out 
in the bandpass domain. The approach does not explicitly re⁃
late Ec and Mc to the coupling matrix model, which is popular 
in filter synthesis. Therefore, it is difficult to design or tune 
the mixed coupling by coupling matrix extraction approaches.

This paper derives the explicit relationship between EC (MC) 
in the mixed electric and magnetic coupling and elements in 
the coupling and capacitance matrices. With the coupling ma⁃
trix extracted by the model-based vector fitting (MVF) tech⁃
nique[12], the filter designer can easily design and tune the 
mixed coupling filter by comparing the extracted matrices 
with target ones.

The rest of the paper is organized as follows. Section 2 de⁃
rives the relationship between the lowpass FDC model and the 
bandpass mixed coupling coefficients (EC and MC). Section 3 
presents a mixed electric and magnetic coupling physical This work was supported by the National Natural Science Foundation of 

China under Grant No. 62001339.
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model. The theory proposed in Section 2 is applied to design 
the mixed coupling structure. We then demonstrate a 7th-
order in-line mixed coupling filter design with the aid of cou⁃
pling matrix extraction. Section 4 concludes this paper.
2 Relationship Between FDC and Mixed 

Electric and Magnetic Coupling
A constant coupling in the coupling matrix is modeled by 

an ideal J-inverter, the π -equivalent circuit of which consists 
of three frequency-invariant susceptances (FISs). The charac⁃
teristic admittance of a frequency-dependent inverter varies 
with frequency. Fig. 1 shows the π-equivalent circuit model of 
the frequency-dependent inverter. The circuit model includes 
three capacitors parallel-connected with FISs.

Note that the FDC is an element in lowpass circuit models. 
The bandpass frequency is mapped to the lowpass frequency 
domain by:

Ω = ω0
ω2 - ω1 ( ω

ω0
- ω0

ω ), (1)
where Ω is the normalized lowpass frequency, ω0 is the cen⁃
ter frequency of the bandpass filter, ω2 is the upper band 
edge frequency, ω1 is the lower band edge, and ω is the band⁃
pass frequency.

Substituting Eq. (1) into the admittance formula of FIS and 
capacitor connected in parallel yields

Y = jB + j
ω0

ω2 - ω1 ( ω
ω0

- ω0
ω )CLP =

jB + jωCBP + 1
jωLBP

  , (2)
where CLP  is the capacitance in the lowpass circuit model, CBP  is the capacitance, and LBP  is the inductance in the bandpass 
circuit model. According to Eq. (2), the parameters in the low⁃
pass and bandpass circuits are related by:

CBP = CLP2πBW , LBP = 2πBW
ω20CLP

 , (3)
where BW is the bandwidth and 2πBW=ω2- ω1. After trans⁃
formation, the coupling between two resonators is not a pure 
electric or magnetic coupling form but mixed coupling. 
Therefore, an FDC should be realized as a mixed electric and 
magnetic coupling. However, Eq. (3) cannot reveal the quali⁃
tative relationship between FDC and mixed electric and mag⁃
netic coupling.

As shown in Fig. 1(b), there are unity capacitors on both 
sides of the frequency-dependent inverter. The capacitors 
model parallel resonant circuits with a resonant frequency of 
zero rad/s. The value of the frequency-dependent inverter is 
sCm + jbm. If the left node index is i and the right node index is 
j, the coupling matrix element Mij is bm, and the capacitance 
matrix element Cij is Cm. After lowpass-to-bandpass circuit 
transformation in Eq. (3), the resultant bandpass circuit model 
is shown in Fig. 1(c), where

C1' = 1 + Cm2πBW ,      Cm' = - Cm2πBW, (4a)

L1' = 2π BW
ω20( )1 + Cm

,       Lm' = - 2πBW
ω20Cm , (4b)

bm' = -bm , (4c)

ωm ≈ ω0 - bmπBW
Cm

. (4d)

▲ Figure 1. π ⁃ equivalent circuit model: (a) frequency-dependent in⁃
verter, where the admittances of capacitance and frequency-invariant 
susceptances are sC( − sC) and jJ( − jJ) respectively; (b) frequency-
dependent inverter coupled lowpass network consisting of two resona⁃
tors, where the two resonators are unit capacitors and resonant fre⁃
quency is zero rad/s; (c) bandpass circuit model of mixed electric and 
magnetic coupling
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In the above derivation, we use the narrowband condition of 
ω0 >> BW. This condition also applies to the derivation of 
Eqs. (7), (9) and (10). ωm is the resonant frequency. When the 
frequency is ωm, the parallel Cm', Lm' and bm' form an open cir⁃
cuit, and the signal transmission is blocked to generate a TZ.

For a mixed electric and magnetic coupling, the calculation 
formula of Ec and Mc can be expressed as follows[10]:

EC = ωev 2 - ωod 2

ωev 2 + ωod 2 - 2ωm
2 , (5a)

MC = ωm
2( )ωev 2 - ωod 2

2ωev 2 ωod 2 - ωm
2( )ωev 2 + ωod 2 2 , (5b)

where ωev is the even mode resonant frequency, and ωod is the 
odd mode resonant frequency of a coupled resonator pair.

We can calculate EC and MC in the mixed electric and 
magnetic coupling based on ωm, ωev, and ωod. To obtain EC 
and MC of the mixed electric and magnetic coupling in terms 
of FDC coefficients, we can analyze the even- and odd-mode 
resonant frequencies of the coupled-resonator circuit model 
in Fig. 1(c).

We analyze the odd mode first. The odd-mode sub-circuit is 
shown in Fig. 2(a). After combining parallel-connected capaci⁃
tors, inductors, and FISs, the odd-mode sub-circuit is trans⁃
formed into the form shown in Fig. 2(b). We have:

Codd = C1' - 2Cm' = 1 - Cm2πBW     , (6a)

Lodd = 2C1'Cm'
C1' + 2Cm' = 2πBW

ω20 - ω20Cm

    , (6b)

bodd = -bm. (6c)
Therefore, the resonant frequency of the odd mode is

ωod =
b2odd + 4 Codd

Lodd
- bodd

2Codd
≈

ω0 + bmπBW
1 - Cm

. (7)
Similarly, to analyze the even mode, as shown in Fig. 2(c), we 
have

Ceven = 1 + Cm2πBW  , (8a)

Leven = 2πBW
ω20( )1 + Cm , (8b)

beven = bm. (8c)
Therefore, the resonant frequency of the even mode sub-

circuit is

ωeven =
b2even + 4 Ceven

Leven
- beven

2Ceven
≈

ω0 - bmπBW
1 + Cm

. (9)
Substituting Eqs. (7) and (9) into Eq. (5) yields

EC = ωev 2 - ωod 2

ωev 2 + ωod 2 - 2ωm
2 ≈ -Cm, (10a)

MC = ωm
2( )ωev 2 - ωod 2

2ωev 2 ωod 2 - ωm
2( )ωev 2 + ωod 2 2 ≈ -Cm . (10b)

The results in Eq. (10) show that EC and MC in mixed elec⁃
tric and magnetic coupling filters are almost equal, and both 
values are approximately equal to −Cm. This analysis result re⁃
veals that the majority of electric and magnetic coupling 
should be canceled with each other to realize an FDC. The 

(a) Odd-mode sub-circuit

(b) After simplification (c) Even-mode sub-circuit

▲Figure 2. Mode circuit of a bandpass circuit model of mixed electric 
and magnetic coupling
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electric coupling or magnetic coupling is slightly stronger than 
the other one to provide a weak total coupling for constructing 
the narrowband passband. Therefore, if the absolute value of 
the synthesized capacitance matrix element Cij is larger, the 
electric and magnetic coupling in the mixed coupling struc⁃
ture should be tuned stronger simultaneously.

To conclude, the FDC in the lowpass coupling matrix model 
is sCij+jMij, where Mij represents the total coupling exhibited 
by the mixed electric and magnetic coupling at the center fre⁃
quency, and Cm is related to the strength of both the electric 
and the magnetic coupling coefficient in the mixed coupling.
3 Analysis of Electromagnetic Model

For the experimental validation, a 7th-order in-line bandpass 
filter is designed with coaxial cavity structures in this section. 
The 7th-order filter contains two mixed electric and magnetic 
couplings, the structure of which is shown in Fig. 3(a). The 
simulation results of the second-order filter block are shown in 
Fig. 3(b). The center frequency of the filter is 3.5 GHz, the 
bandwidth is 0.2 GHz, and the return loss is 18 dB. The open 

end of the metal rod is connected to a folded metal sheet. 
Two adjacent metal sheets form a parallel plate capacitor to 
realize a strong electric coupling. The height of the plate 
hplate is 3.6 mm. The short ends of adjacent coaxial resonators 
are connected by a metal ridge to realize a strong magnetic 
coupling. The height of the ridge，hridge， is 6.3 mm. The 
strong electrical coupling and the magnetic coupling exist si⁃
multaneously to form a mixed electric and magnetic cou⁃
pling. If hplate or hridge increases, the electric coupling or mag⁃
netic coupling will become stronger in this design.

By repeatedly applying the MVF technique to extract the 
coupling matrix from simulation data[12], we can study the rela⁃
tionship between the mixed coupling coefficients and the ele⁃
ment values of the coupling and capacitance matrices. Tables 
1 and 2 show the extracted values of Mij and Cij when EC and 
MC are changed. It can be found from Table 1 that when hridge and hplate increase simultaneously, Cij increases, whereas Mij al⁃
most does not change. Therefore, Cij is related to both the elec⁃
tric and magnetic coupling coefficients in the mixed coupling.

Table 2 shows that when EC increases and MC decreases, Mij increases. Since Mij represents the total coupling exhibited by 
the mixed electric and magnetic coupling at the center fre⁃
quency, it can be seen that EC is stronger than MC in the mixed 
coupling structure shown in Fig. 3(a). Table 2 also shows that 
we can control Mij by increasing the difference between EC 
and MC without affecting Cij.Table 3 shows that when MC increases, the TZ is shifted to 

▼Table 3. Changing the height of the ridge or the plate when TZ is in 
the lower stopband

hridge/mm
6.30
6.90
7.50
8.10
8.70

hplate/mm
3.60
3.60
3.60
3.60
3.60

Mij

1.440 2
0.760 1

−0.029 4
−0.912 7
−1.601 0

Cij

0.343 3
0.353 5
0.363 0
0.372 8
0.397 9

TZ/rad
−4.20
−2.15

0.08
2.45
4.02

TZ: transmission zero

▼Table 1. Simultaneously changing the heights of the ridge and the plate
hridge/mm

6.70
6.50
6.30
6.10
5.90

hplate/mm
3.96
3.78
3.60
3.43
3.27

Mij

1.436 2
1.440 9
1.440 2
1.443 8
1.438 3

Cij

0.369 5
0.355 3
0.343 3
0.331 8
0.320 9

TZ/rad
−3.89
−4.06
−4.20
−4.35
−4.48

TZ: transmission zero
▼Table 2. Changing the height of the ridge or the plate

hridge/mm
6.70
6.50
6.30
6.10
5.90

hplate/mm
3.43
3.50
3.60
3.68
3.75

Mij

0.794 5
1.097 2
1.440 2
1.761 0
2.056 8

Cij

0.341 8
0.341 8
0.343 3
0.343 7
0.343 8

TZ/rad
−2.32
−3.21
−4.20
−5.12
−5.98

TZ: transmission zero

(a) EM model of the mixed electric and magnetic coupling structure in coaxial combline filters

(b) Simulated response of the second-order filter

▲Figure 3. EM model and response of second-order filter

EM: electromagnetic
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the right. From Table 4, it can be found that when EC in⁃
creases, the TZ is shifted to the left. From Tables 3 and 4, we 
can also see that when the TZ is located in the lower stopband, 
EC is stronger than MC. If the TZ is in the upper stopband, 
then MC is stronger than EC.

To conclude, the tuning of the mixed electric and magnetic 
coupling structure in Fig. 3(a) follows two rules:

Rule 1: We simultaneously increase or decrease EC and MC 
to tune Cij.Rule 2: If the TZ is in the lower stopband, we can increase 
EC and decrease MC to increase Mij. If the TZ is in the upper 
stopband, we can increase MC and decrease EC simultaneously 
to increase Mij.To verify the above theory, take a 7th-order filter with the 
coupling topology shown in Fig. 4(a) as an example. The cen⁃
ter frequency and bandwidth of the filter are 3.5 GHz and 
200 MHz, respectively. The in-band return loss level is re⁃
quired to be 18 dB. Two TZs at 3.7 GHz and 3.3 GHz are 
generated sequentially by two mainline FDCs. The synthe⁃
sized coupling matrix and capacitance matrix are shown in 
Figs. 5 and 6, respectively.

The perspective view of the filter model is shown in Fig. 4(b). 
With the help of the MVF method to extract the coupling matrix 
from simulation data, we can identify how to adjust the dimen⁃
sions and finally obtain satisfactory filter responses. The simula⁃
tion results with ideal lossless materials are shown in Fig. 7, 
where solid lines are simulation data, and dashed lines are the 

ideal synthesis responses.
4 Conclusions

In this paper, the relationship between the coupling matrix 
(capacitance matrix) and EC (MC) is obtained through circuit 
analysis. A filter example is designed to verify the proposed 
theory. Although only the inline filter is discussed in detail, 
the strategy introduced in this paper can be easily generalized 
to mixed electric and magnetic coupling filters in different 
coupling topologies. Compared with the existing theory of 
mixed electric and magnetic coupling filters, this work has the 
following distinctive features.

▼Table 4. Changing the height of the ridge or the plate when TZ is in 
the upper stopband

hridge/mm
6.30
6.30
6.30
6.30
6.30

hplate/mm
1.60
2.10
2.60
3.10
3.60

Mij

−0.958 2
−0.376 8

0.212 7
0.822 3
1.440 2

Cij

0.236 2
0.265 4
0.293 0
0.318 9
0.343 3

TZ/rad
4.06
1.42

−0.73
−2.58
−4.20

TZ: transmission zero

▲Figure 7. Response of the 7th-order, where dashed lines are ideal syn⁃
thesis responses and solid lines are simulation results
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▲Figure 4. 7th-order filter with mixed electric and magnetic coupling: 
(a) target topology and (b) electromagnetic model of the 7th-order filter 
with mixed electric and magnetic coupling
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▲Figure 5. Coupling matrix

▲Figure 6. Capacitance matrix
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1) It derives the explicit relationship between EC (Mc) in the 
mixed electric and magnetic coupling and elements in the cou⁃
pling and capacitance matrices.

2) The filter tuning procedure is based on analytical cou⁃
pling matrix extraction and thus is very fast, compared with 
optimization-based filter tuning techniques.

This paper gives a guiding idea for designing the physical 
model of the mixed electric and magnetic coupling filter.
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Abstract: With the rapid development of immersive multimedia technologies, 360-degree video services have quickly gained popularity and 
how to ensure sufficient spatial presence of end users when viewing 360-degree videos becomes a new challenge. In this regard, accurately ac⁃
quiring users’ sense of spatial presence is of fundamental importance for video service providers to improve their service quality. Unfortu⁃
nately, there is no efficient evaluation model so far for measuring the sense of spatial presence for 360-degree videos. In this paper, we first de⁃
sign an assessment framework to clarify the influencing factors of spatial presence. Related parameters of 360-degree videos and head-
mounted display devices are both considered in this framework. Well-designed subjective experiments are then conducted to investigate the 
impact of various influencing factors on the sense of presence. Based on the subjective ratings, we propose a spatial presence assessment 
model that can be easily deployed in 360-degree video applications. To the best of our knowledge, this is the first attempt in literature to estab⁃
lish a quantitative spatial presence assessment model by using technical parameters that are easily extracted. Experimental results demon⁃
strate that the proposed model can reliably predict the sense of spatial presence.
Keywords: virtual reality; quality assessment; omnidirectional video; spatial presence
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1 Introduction

In the past decade, multimedia streaming services have 
had an explosive growth[1]. Among a variety of multimedia 
types, 360-degree videos become the major type of virtual 
reality (VR) content in the current stage. Major video-

sharing websites such as YouTube and Facebook have already 
started to offer 360-degree video-on-demand and live 360-de⁃
gree video streaming services.

In contrast to traditional 2D videos, 360-degree videos can 
provide full 360-degree scenes to end users, using the Head-
Mounted Display (HMD) as a display device. With a higher 
degree of freedom (DoF) and wider field of view (FOV) during 
the viewing process, end users are provided with a stronger 
sense of immersion and a feeling of being in a perceptible vir⁃
tual scene around the users. Different from the experience of 
traditional 2D videos[2–3], this type of feeling is usually termed 

as presence[4–7]. According to the classification of presence in 
Refs. [8] and [9], presence covers a broad range of aspects in⁃
cluding spatial presence, social presence, self-presence[10], en⁃
gagement, realism, and cultural presence. In the field of 360-
degree video processing, researchers are more interested in 
spatial presence, which describes the feeling, sense, or state 
of “being there” in a mediated environment[4]. This feeling oc⁃
curs when part or all of a person’s perception fails to accu⁃
rately acknowledge the role of technology that makes it appear 
that she/he is in a physical location and environment different 
from her/his actual location and environment in the physical 
world[11].

Over the last twenty years, a variety of work has been con⁃
ducted to investigate the users’ sense of presence in VR envi⁃
ronments, especially for scenes rendered by computers[12–13]. 
These studies mainly focused on measuring specific influenc⁃
ing factors of the sense of presence and revealing the qualita⁃
tive relationship between presence and specific human percep⁃
tual aspects in a generalized VR environment. Directly quanti⁃
fying the sense of presence is, however, outside the scope of This work is supported in part by ZTE Industry⁃University⁃Institute Coop⁃

eration Funds.
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these studies. On the other hand, some researchers managed 
to evaluate the sense of presence using physiological sig⁃
nals[14–17]. However, this type of method requires professional 
equipment and the reliability of experimental results strongly 
relies on the accuracy of the devices.

To the best of our knowledge, most human perception re⁃
search carried out for 360-degree videos only focused on the 
perceptual video quality instead of the spatial presence. Re⁃
cently, we conducted a subjective evaluation experiment on 
the spatial presence of end users when watching 360-degree 
videos displayed on VR devices[18]. We aimed to quantitatively 
investigate the relationship between various impact factors 
and the spatial presence.

In this paper, based on the research outcomes of Ref. [18], 
the characteristics of the display device of 360-degree videos 
are considered. We propose a framework in hierarchical struc⁃
ture to clarify the influencing factors of the spatial presence, 
where both the features of 360-degree video and HMD are con⁃
sidered. A series of rigorous subjective experiments are de⁃
signed to reveal the relationship between various influencing 
factors and the spatial presence. Furthermore, a quantitative 
evaluation model of spatial presence is built in this work. Con⁃
tributions of this paper can be concluded as follows:

1) We propose the first framework to identify the compo⁃
nents of spatial presence. This framework provides valuable 
input for establishing models of assessing the spatial presence 
of VR services.

2) We reveal the relationship between spatial presence and 
various related impact factors based on subjective ratings, 
which can be used as recommendations for further improving 
the quality of 360-degree video services.

3) We propose the first quantitative model to measure the 
spatial presence when watching 360-degree videos on the 
HMD. The parameters employed in the proposed model can be 
easily extracted, hence the model would be conveniently de⁃
ployed on the network or client to assess the user’s presence.

The rest of this paper is organized as follows. Section 2 in⁃
troduces the related work. Section 3 illustrates the assessment 
framework and the subjective experiments. Section 4 intro⁃
duces the proposed model in detail. In Section 5, the perfor⁃
mance of the proposed model is evaluated. Conclusions are 
drawn in Section 6.
2 Related Work

Over the last thirty years, researchers have explained and 
defined the concept of presence in several different ways. For 
instance, LOMBARD et. al. [8] defined it as the experience of 
being engaged by the representations of a virtual world in 
2002. Very recently, presence was defined as the feeling of be⁃
ing in a perceptible external world around the self[4–7]. The 
evolution of understanding and definition of the presence was 
summarized in Refs. [7] and [9]. As the above research is more 
related to psychoanalysis, straightforward solutions to the mea⁃

surement of presence were outside the scope of these studies. 
How to measure the presence in practice is still unknown.

To acquire the subjective sense of presence, some research⁃
ers resorted to the design of subjective response question⁃
naires[19–24]. More specifically, authors in Ref. [19] designed a 
questionnaire, called the immersive tendencies questionnaire 
(ITQ), to investigate the relationship between users’ sense of 
presence and some handcrafted influential aspects in virtual en⁃
vironments. Authors in Ref. [22] designed a spatial presence 
questionnaire, named MEC Spatial Presence Questionnaire 
(MSC-SPQ), to investigate the influence of possible actions, self-
location, and attention allocation on users’ sense of spatial 
presence. However, these studies only focused on revealing the 
qualitative relationship between specific human perceptual as⁃
pects and presence in the generalized VR environment. On the 
other hand, some researchers tried to evaluate the presence us⁃
ing physiological signals[14–17]. This type of measurement re⁃
quires the deployment of professional equipment which is im⁃
practical for real-world applications. Therefore, designing accu⁃
rate and implementation-friendly experimental methods to mea⁃
sure presence is of fundamental importance.

As for the human perception research specifically carried out 
for 360-degree videos, to our best knowledge, most studies only 
focused on evaluating the quality of experience aspects[25–33] in⁃
stead of assessing the sense of presence. For instance, authors in 
Ref. [25] investigated how to assess the video quality of 360-de⁃
gree videos corresponding to different projection approaches. A 
quality metric, called spherical peak signal to noise ratio (S-
PSNR) was proposed to summarize the average quality over all 
possible viewports as the video quality. In Ref. [26], authors pro⁃
posed an objective video quality assessment method using a 
weighted PSNR and special zero area distortion projection 
method for 360-degree videos. In Ref. [30], authors measured 
viewport PSNR values over time to assess the objective video 
quality of 360-degree video streaming. Recently, authors in Ref. 
[33] introduced visual attention in assessing the objective qual⁃
ity of 360-degree videos with the assumption that not all of the 
360-degree scene is actually watched by users. However, as dis⁃
cussed above, the spatial presence of end users was not fully 
considered in existing research. Our recent work[18] conducted a 
preliminary experiment for assessing the spatial presence of end 
users when viewing 360-degree videos displayed on VR devices. 
However, modeling the spatial presence of end users is not cov⁃
ered. How to quantitatively evaluate users’ sense of spatial pres⁃
ence when viewing 360-degree videos remains an open issue.
3 Subjective Evaluation Framework and 

Subjective Experiments
In this section, a hierarchical framework with five percep⁃

tion modules is first proposed to assess spatial presence. 
Based on this framework, five subjective experiments were de⁃
signed and conducted according to each module in the frame⁃
work. Results of subjective experiments are used to investi⁃
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gate each type of human perception and facilitate the estab⁃
lishment of the assessment model.
3.1 Proposed Assessment Framework

As shown in Fig. 1, the proposed framework consists of 
three layers, namely the factor layer, the perception layer, and 
the presence layer from left to right. The factor layer includes 
several sensory cues of relevant parameters such as video, au⁃
dio, VR device, and latency. These parameters can be conve⁃
niently extracted from the current VR systems. In the percep⁃
tion layer, users’ perception is characterized into multiple di⁃
mensions including visual[34] , auditory[34], and interactive per⁃
ception[21–22, 35]. Detailed definitions of the components of per⁃
ception and presence layers are discussed as follows.

1) Perceptual video quality
Perceptual video quality refers to the overall perceived 

quality of videos displayed on the HMD. In our previous work, 
three technological parameters of the video, i.e., video bitrate, 
video resolution and video frame rate, are extracted to assess 
the video quality. Two parameters corresponding to the HMD 

(screen resolution and refresh rate) are added in the assess⁃
ment of perceptual video quality.

2) Perceptual audio quality
Perceptual audio quality refers to the overall perceived 

quality of audios offered by the VR system. The audio bitrate 
and audio sampling rate are extracted to assess the perceptual 
audio quality.

3) Visual realism
Visual realism (VRE) refers to how close the system’s visual 

output is to real-world visual stimuli. This perception not only 
depends on the video quality, but also depends on how wide the 
FOV provided by HMD is and whether a stereoscopic vision is 
offered. These two additional factors have been verified to be 
important for the overall capability of an immersive system[36].

4) Acoustic realism
Acoustic realism (ARE) represents how close the system’s 

aural output is to real-world aural stimuli. Perceptual audio 
quality is the basic experience of the audio. Moreover, spatial 
audio provides the capability to track sound directions and up⁃
date the head movement in real time. Hence, the spatial audio 

and perceptual audio quality are combined 
to assess the overall acoustic realism.

5) Proprioceptive matching
Proprioceptive matching refers to the 

matching degree between the head move⁃
ment and the picture/sound refresh of the 
HMD. As for a VR system, the tracking 
level is much more important in regard to 
the spatial presence formation[36]. Similarly, 
the mismatch can also occur in the spatial 
audio. These two mismatches, called motion-
to-photon (MTP) latency and audio latency 
(AL) [37], are utilized to assess the capability 
of proprioceptive matching.

6) Spatial presence
Spatial presence refers to a user’s subjec⁃

tive psychological response to a VR sys⁃
tem[35]. It is correlated with VRE, ARE, and 
proprioceptive matching, which represents 
the main aspects of the experience provided 
by 360-degree video services.
3.2 Subjective Experiments for Obtain⁃

ing Spatial Presence
To explore the spatial presence, six sub⁃

jective quality scoring experiments were 
conducted, corresponding to the five percep⁃
tion modules in the perception layer and 
one towards the spatial presence.
3.2.1 Overview of Experimental Design

A total number of 30 non-expert subjects 
participated in this experiment, including ▲Figure 1. Proposed assessment framework for assessing spatial presence

Factor layer Perception layer Spatial presence layer

Video bitrate

Video frame rate

Video resolution

Screen resolution

Screen refresh rate

Field of view

Stereoscopic vision

Audio bitrate

Audio sampling rate

Spatial audio

Motion-to-photon la⁃tency

Motion-to-sound latency

Perceptual video quality

Visual realism

Perceptual audio quality
Acoustic realism

Proprioceptive matching

Spatial presence
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16 males and 14 females aged between 22 and 33 years. All of 
them have normal or corrected-to-normal sight. The experi⁃
ments were conducted in the test environment following ITU-T 
P.913[38]. A flagship HMD, i.e., HTC VIVE Pro, was employed 
as the display device, which has a screen with an original reso⁃
lution of 2 880×1 600 pixels, a refresh rate of 90 Hz, and a 
horizontal FOV of 110 degrees. Moreover, a 360-degree video 
player with the Equirectangular projection was developed to 
display the videos on the HMD. The display FOV, length of 
the MTP latency, and audio latency can be set as desired. Our 
study adopted a single-stimuli scoring strategy[38].
3.2.2 Experiment 1: Obtaining Perceptual Video Quality

In this experiment, ten YUV420 original videos were em⁃
ployed to form a video database, including four 360-degree 
videos (i.e., denoted as O1 to O4) proposed by Joint Video Ex⁃
ploration Team (JVET) of ITU-T VCEG and ISO/IEC 
MPEG[39–40] and six 2D videos (i.e., denoted as V1 to V6) pro⁃
vided by the Ultra Video Group[41], as shown in Fig. 2. The 
360-degree videos have a spatial resolution of 3 840×1 920 
pixels, a framerate of 30 fps and a length of 10 s. The 2D vid⁃
eos have a spatial resolution of 3 840×2 160 pixels, a framer⁃
ate of 120 fps and a length of 5 s. The experiment was divided 
into 2 sub-experiments, which were designed to investigate 
the impact of bitrate and frame rate on the perceptual video 
quality. Details of the experiment settings are introduced as 
follows:

1) Investigating the impact of video bitrate
Four 360-degree videos, i.e., O1 to O4, were utilized to in⁃

vestigate the relationship between the video bitrate and the 
perceptual video quality. The bits per pixel (BPP) were em⁃
ployed to unify the coding bitrates under different resolutions. 
It can be calculated by

BPP = Br
RH × RV × f  , (1)

where Br and f are the video bitrate and frame rate, respec⁃

tively. RH and RV are the horizontal and vertical source resolu⁃
tions. The original 360-degree videos were down-sampled and 
encoded using an x265 encoder according to the settings 
listed in Table 1.

During the experiment, video sequences were displayed in 
random orders using the HMD. Subjects can change their 
viewport by rotating their head. There was a 10-second inter⁃
val between each two video sequences. Subjects could rate the 
perceptual video quality using the Absolute Category Rating 
(ACR) 5-point scale (corresponding to the perceived quality of 

“excellent,” “good,” “fair,” “poor,” and “bad” from 5 to 1 
point) during the 10-second interval. Before the formal test, 
the subjects were asked to rate a few example videos to get fa⁃
miliar with the scoring scale and the scoring tool.

2) Investigating the impact of frame rate
To the best of our knowledge, there is no 360-degree video 

database containing videos with a frame rate higher than 60 
fps. As the screen refresh rate of the current HMDs can reach 
90 Hz, we have to use six 2D videos with a high frame rate, i.e., 
V1 to V6, to study the impact of frame rate. Each original video 
was repeated twice to generate a video of 10 s. Then, they were 
down-sampled to 60 fps, 30 fps, and 15 fps. These videos (in⁃
cluding the original 120 fps) were further spatially down-
sampled to 960 × 540. Videos generated from V1 to V4 were 
encoded with a fixed quantization parameter (QP), i.e., 22, us⁃
▼Table 1. Experimental setup

BPP

0.016
0.032
0.056
0.08
0.16
0.20

Bitrate/(Mbit/s)
720P 

(1 280×640)
0.39
0.79
1.38
1.97
3.93
4.92

1080P 
(1 920×960)

0.89
1.77
3.10
4.42
8.85

11.06

2K 
(2 160×1 080)

1.12
2.24
3.92
5.60

11.20
14.00

BPP

0.011
0.024
0.056
0.08
0.16
0.20

Bitrate/(Mbit/s)
4K 

(3 840×1 920)
2.50
5.20

12.39
17.70
35.39
44.24

BPP: bits per pixel

▲Figure 2. Content of test sequences: (a) Basketball, (b) Harbor, (c) KiteFlite, (d) Gaslamp, (e) Beauty, (f) Bosphorus, (g) Honeybee, (h) Jockey, (i) 
ReadySetGo, and (j) YachRide

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)
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ing the x.265 encoder to generate high-quality videos. To in⁃
vestigate whether the QP can influence the impact of framer⁃
ates on the perceptual video quality, V5 and V6 were encoded 
with four different QPs, i. e., 22, 32, 36, and 39, to generate 
four quality levels. During the experiment, video sequences 
were displayed in their resolution in random orders. It is noted 
that videos with 120 fps were displayed at 90 fps on the HMD 
since the refresh rate of the HMD is only 90 Hz.
3.2.3 Experiment 2: Obtaining Visual Realism

Three high-quality stereoscopic videos (3 840×3 840 resolu⁃
tion) were downloaded. Note that the audio tracks were not 
used in this experiment. These videos last for 20 s and have a 
frame rate of 30 fps. The projection mode is equirectangular. 
They were firstly separated into two monoscopic videos, namely 
the left and right videos, separately. To investigate the impact 
of stereoscopic vision, the left videos and stereoscopic videos 
were utilized as the test materials that were further encoded 
into three quality levels: 1 Mbit/s, 5 Mbit/s and 14 Mbit/s for 
monoscopic videos and 2 Mbit/s, 8 Mbit/s and 18 Mbit/s for 
stereoscopic videos. The FOV was set to be 60 degrees, 90 de⁃
grees and 110 degrees, respectively. The ACR 5-point scale 
was also used in this experiment to record the evaluation 
scores for the perceptual video quality and visual realism. To 
obtain visual realism, the subjects were asked a question: “To 
what extent are your visual experiences in the virtual environ⁃
ment consistent with that in the real world?”.
3.2.4 Experiment 3: Obtaining Perceptual Audio Quality

The audio tracks from the perceptual evaluation of audio 
quality (PEAQ) conformance test listed in ITU-R BS. 1387[42] 
were employed as the reference. More specifically, six 
samples, four music pieces and two speeches, were used, as 
summarized in Table 2. The sampling frequency of all audio 
files is 48 kHz. Stereo (two-channel) audio files were used for 
the test. They were encoded using the Advanced Audio Codec 
(AAC) encoder with a bit rate of 8 kbit/s, 16 kbit/s, 32 kbit/s, 
64 kbit/s, 128 kbit/s, 256 kbit/s, and 320 kbit/s, respectively 
and a sampling rate of 48 kHz. The generated audio se⁃
quences were displayed to subjects on a high-fidelity head⁃
phone in a random order. After each display, the subjects 
were asked to rate the quality levels of audio files in ACR 5-
point scales.
3.2.5 Experiment 4: Obtaining Acoustic Realism

The left videos in Experiment 2 encoded with 14 Mbit/s and 
corresponding audio files were used in this experiment to in⁃

vestigate the influence of the audio quality and spatial audio 
on acoustic realism. The audio component of these videos was 
in eight channels with each representing the sound from one 
direction. The original audio files were encoded using the 
AAC codec with a bit rate of 128 kbit/s and a sampling rate 
of 44.1 kHz. The sound from front-left and front-right was 
firstly mixed into the stereo audio. Then, the stereo audio 
files and original spatial audio files were encoded with 16 
kbit/s, 32 kbit/s, 64 kbit/s, and 128 kbit/s to generate four 
quality levels. After the display of each audiovisual se⁃
quence, two questions were asked: “How do you rate the qual⁃
ity of the audio you just heard?” and “To what extent are your 
acoustic experiences in the virtual environment consistent 
with that in the real world?”. Then, the subjects used the 
ACR 5-point scale to score the audio quality and acoustic re⁃
alism of the test sequences separately.
3.2.6 Experiment 5: Obtaining Proprioceptive Matching

In this experiment, the influence of the MTP latency and AL 
on proprioceptive matching was investigated. First, three left vi⁃
sion videos in Experiment 2 with “excellent” video quality 
were displayed with seven lengths of MTP latency, i. e., 0 ms, 
20 ms, 60 ms, 100 ms, 200 ms, 300 ms, and 500 ms, in a ran⁃
dom order. Their audio files (high quality, 128 kbit/s) were dis⁃
played with no audio latency. Then, these videos were dis⁃
played with no MTP latency while the corresponding spatial 
audio files (high quality, 128 kbit/s) were displayed with eight 
different lengths of audio latency, i. e., 0 ms, 20 ms, 60 ms, 
150 ms, 300 ms, 500 ms, 1 000 ms, and 2 000 ms, respec⁃
tively. The subjects were asked to score the degree of proprio⁃
ceptive matching for the test sequences with the ACR 5-
point scale.
3.2.7 Experiment 6: Obtaining Spatial Presence

As listed in Table 3, the original stereoscopic videos (i. e., 
denoted as S1 to S3) and corresponding stereo audio files in 
Experiment 2 were first encoded and displayed on the HMD 
with no MTP latency and AL. Then, the original audiovisual 
files were encoded with high quality and displayed with six 
MTP latencies, i.e., 0 ms, 20 ms, 80 ms, 150 ms, 300 ms, and 

▼Table 2. Experimental setup
File Name

FCODSB1.WAV
GCODCLA.WAV
LCODHRP.WAV

Signal Type
music
music
music

File Name
LCODPIP.WAV
NCODSFE.WAV
KREFSME.WAV

Signal Type
music
speech
speech

▼Table 3. Experimental setup

No.
S1
S1
S1
S1
S1
S1
S2
S2
S2

Video /
(Mbit/s)

2
8

18
18
2
4
2
8

18

Audio /
(kbit/s)

16
32
64
16
64

128
16
64

128

No.
S2
S2
S2
S3
S3
S3
S3
S3
S3

Video /
(Mbit/s)

8
18
2
2
8

18
8

18
2

Audio /
(kbit/s)

16
32
64
32
64

128
16
32

128
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500 ms, respectively. We adopted the 5-point spatial pres⁃
ence scale proposed in Ref. [43] where a point from 5 to 1 in⁃
dicates the degree of being there from “very strong” to “not 
at all”. The question designed in the experiment was “To 
what extent did you feel like you were really inside the virtual 
environment?”.

After the subjective tests, the reliability of the subjective re⁃
sults in each experiment was checked using the Pearson Lin⁃
ear Correlation Coefficient (PLCC) adopted by ITU-T Recom⁃
mendation P. 913[38]. According to the suggested threshold of 
0.75[38], only the results from two subjects were discarded.
4 Spatial Presence Assessment Model

In the previous section, we construct several test scenarios 
under different impact factor settings and launched subjective 
experiments to obtain users’ rating scores. These scores are 
the ground truth of spatial presence under different impact fac⁃
tor settings. In this section, the characteristic of users’ percep⁃
tion in each module is analyzed based on the preliminary ob⁃
servation of the experiment results. The weight of each impact 
factor is determined using the linear regression method.
4.1 Perceptual Video Quality Assessment Module

As studied in Refs. [44] and [45], the impact of frame rate 
and quantization is separable. We follow this conclusion and 
hypothesize that the perceptual video quality can be predicted 
as follows:

PVQ (BPP, f ) = SQF (BPP) ⋅ TCF ( f ), (2)
where f represents the frame rate and BPP is the bits per 
pixel. SQF and TCF are the spatial quality factor and temporal 
correction factor, respectively. The first term SQF (BPP) mea⁃
sures the quality of encoded frames without considering the 
impact of frame rate. The second term models how the Mean 
Opinion Score (MOS) varies with the change of frame rate.
4.1.1 Temporal Correction Factor

Fig. 3 shows the relationship between the frame rate and 
the perceptual video quality. We can see that the perceptual 
video quality increases along with the rise of frame rate. Fig. 4 
presents the experimental results of the two videos encoded 
with four different QPs. It can be found that no matter what 
the QP level is, MOS reduces consistently as the frame rate de⁃
creases. In order to examine whether the decreasing trend of 
MOS against the frame rate is independent of the QP, the 
MOS scores were normalized and shown in Fig. 5, where the 
normalized MOS (NMOS) is the ratio of the MOS with the 
MOS at 30 fps. More specifically, the NMOS is calculated as

NMOS (QP, f ) = MOS ( )QP,  f
MOS ( )QP, 30  . (3)

As can be seen in Fig. 5, these NMOS scores corresponding 
to different QPs almost overlap with each other, indicating 

▲ Figure 3. Relationship between the frame rate and perceptual video 
quality

▲ Figure 4. Experimental results of (a) ReadySetGo and (b) YachRide 
encoded with four different QPs

QP: quantization parameter
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that the decrease of MOS with the frame rate is independent of 
the QP. This observation follows the conclusions drawn in 
Refs. [44] and [45] and confirms our hypothesis. The trend in 
Fig. 5 can be fitted using the function as

TCF (Fr) = v1 ⋅ exp ( v2 ⋅ f ) + v3 , (4)
where v1, v2, and v3 are −1.672, −0.095 31 and 1.112, respec⁃
tively, which were obtained by regression.
4.1.2 Spatial Quality Factor

In this subsection, we investigate and modeled the spatial 
quality, which is mainly influenced by the bitrate, video reso⁃
lution, and screen resolution. Fig. 6 shows the relationship be⁃
tween the BPP and the perceptual video quality of four 360-
degree videos. It can be seen that the perceptual video quality 
increases with the rise of BPP. However, as for videos at differ⁃
ent resolutions, the increasing trends of the perceptual video 
quality are different. This trend can be represented as

SQF (BPP) = v4 ⋅ ln ( v5 ⋅ BPP ⋅ 1 000 + 1) , (5)

▲Figure 5. Relationship between the frame rate and normalized Mean 
Opinion Score (NMOS): (a) ReadySetGo and (b) YachRide

QP: quantization parameter

▲Figure 6. Relationship between BPP and perceptual video quality: (a) 
Basketball, (b) Harbor, (c) KiteFlite, and (d) Gaslamp

BPP: bits per pixel
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where v4 and v5 are the model coefficients that can be obtained 
by regression. The values of v4 and v5 are listed in Table 4. It 
can be seen that the values of v4 are very close to each other 
while that of v5 are quite distinct for different video resolu⁃
tions. Hence, the average value of v4 is used as a fixed coeffi⁃
cient. The value of v5 is then regressed again.

To reflect the impact of video resolution and screen resolu⁃
tion on perceived video quality, we employ the integrated as⁃
sessment parameter that we proposed in the previous work[46], 
i.e., the number of effective video pixels per degree (ED-PPD) 
displayed on the screen of HMD. The effective pixels do not 
include the pixels interpolated by the up-sampling process. 
This parameter is calculated as

ED - PPD =
ì

í

î

ïïïï

ï
ïï
ï

RH360 ,    RH ≤ RSH ⋅ 360
FOV

RSHFOV , RH > RSH ⋅ 360
FOV  , (6)

where RH and RSH are the horizontal resolution of 360-degree 
video and screen, respectively. When the horizontal pixels of 
the video displayed on the screen are more than the horizontal 
pixels on the screen, the ED-PPD will be saturated.

Fig. 7 shows the relationship between the ED-PPD and v5. It can be seen that the values of v5 and ED-PPD are in accor⁃
dance with the power function relationship, which can be ex⁃
pressed as

v5 = v6 ⋅ ED - PPDv7, (7)

where v6 and v7 are equal to 0.011 7 and 2.962, respectively.
By substituting Eqs. (4), (5) and (7) into Eq. (2), the percep⁃

tual video quality of 360-degree videos can be modeled.
4.2 Visual Realism Assessment

According to the results of Experiment 2, Fig. 8 shows the 
relationship between perceptual video quality and visual real⁃
ism. It can be seen that there is a strong correlation between 
the perceptual video quality and visual realism. For the influ⁃
ence of FOV, it can be observed that a higher FOV leads to a 
higher visual realism. The Kruskal-Wallis H test showed that 
there is a significant effect of FOV on visual realism, with p = 
0.001 for monoscopic videos and p = 0.039 for stereoscopic 

▼Table 4. Values of v4 and v5

Video Resolution
720P

1080P
2K
4K

v4

0.497 4
0.529 2
0.537 1
0.497 4

v5

0.525 7
1.369 0
4.584 0

16.580 0

ED-PPD: effective video pixels per degree
▲Figure 7. Relationship between ED-PPD and v5

▲ Figure 8. Relationship between the perceptual video quality and vi⁃
sual realism: (a) 60 FOV (field of view), (b) 90 FOV, and (c) 110 FOV
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videos. A one-way analysis of variance (ANOVA) test indi⁃
cates that there is no significant effect of the type of vision on 
visual realism. Based on the results above, the video quality 
and FOV appear to have a more significant impact on visual 
realism than the type of vision. Thus, the relationship of per⁃
ceptual video quality, FOV, and visual realism can be calcu⁃
lated by

VRE (PVQ, FOV) = max (min ( v8PVQ + v9FoV + v10, 5) , 1),
(8)

where v8, v9 and v10 are equal to 0.595, 0.02 and −0.735, re⁃
spectively.
4.3 Perceptual Audio Quality and Acoustic Realism As⁃

sessment
We first model the perceptual audio quality using the ex⁃

perimental results of Experiment 3. Fig. 9 shows the logarith⁃
mic relationship between the audio bitrate and the perceptual 
audio quality. This relationship can be represented as

PAQ (ABr ) = 1 + v11 - v11

1 + ( )ABr
v12

v13

, (9)
where v11, v12 and v13 are equal to 4.103, 42.36 and 1.251, re⁃
spectively.

As for AR, Fig. 10 shows the relationship between the per⁃
ceptual audio quality and acoustic realism. It can be found 
that there is a significant linear relationship between the audio 
quality and acoustic realism for stereo audio (R2 = 0.881, F = 
213.251, and p = 0.000 < 0.05) and for spatial audio (R2 = 
0.955, F = 73.791, and p = 0.000 < 0.05). The relationship in 
Fig.10 can be expressed as

AR (PAQ) = v14PAQ + v15, (10)
where v14 and v15 are equal to 0.733 and 0.634 for the stereo 
audio, and equal to 0.682 and 1.167 for the spatial audio.
4.4 Proprioceptive Matching Assessment

Fig. 11 shows the relationship between the two types of de⁃
lay and proprioceptive matching. It can be seen that the pro⁃
prioceptive matching decreases with the increase of both the 
MTP latency and AL. Here, the degradations of proprioceptive 
matching caused by the MTP latency and AL are calculated by

DMOS (MTP) = 5 - MOS (MTP), (11)

DMOS (AL) = 5 - MOS (AL). (12)
Fig. 12 shows the relationship between the two types of de⁃

lay and the degradation of proprioceptive matching. This rela⁃

▲Figure 9. Relationships between the audio bit rate and perceptual au⁃
dio quality

▲ Figure 10. Relationship between the perceptual audio quality 
and acoustic realism rated on Head-Mounted Display (HMD)

MTP: motion-to-photon
▲ Figure 11. Relationship between the two types of delay and the pro⁃
prioceptive matching
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tionship can be represented by
DMOS (MTP) = max (min ( ln ( v16MTP + 1) , 4) , 0), (13)

DMOS (AL) = max (min ( v17 ln ( v18AL + 1) , 4) , 0), (14)
where v16, v17 and v18 are equal to 0.065 46, 0.428 9 and 0.275 4, 
respectively. We modeled the proprioceptive matching as

PM (MTP,AL) = max (min (5 - DMOS (MTP) -
DMOS (AL) , 5) , 1). (15)

4.5 Spatial Presence Assessment
First, the relationship between the visual/acoustic realism 

and the spatial presence is modeled. As shown in Fig. 13, the 
spatial presence increases with the rise of VRE and ARE. 
This phenomenon confirms the conclusion drawn in our previ⁃
ous work[18]. The relationship shown in Fig. 13 can be calcu⁃
lated as

SPAV (VRE, ARE) = min (max ( v19VRE + v20ARE +
v21VRE × ARE + v22, 1) , 5), (16)

where v19, v20, v21, and v22 are equal to 1.285, 0.01, 0.027 4, 
and − 1.529, respectively; SPAV represents the spatial pres⁃
ence provided by the visual and acoustic experience.

Second, the impact of proprioceptive matching is investi⁃
gated. Fig. 14 shows the relationship between the propriocep⁃
tive matching and the degradation of spatial presence. We can 
find that the degradation of spatial presence decreases with 
the increase of proprioceptive matching. The relationship in 

Fig. 14 can be modeled as
DSP (PM) = v23 ⋅ exp ( v24 ⋅ PM) + v25 , (17)

where v23, v24 and v25 are equal to −0.467 9, 0.533 8 and 4.367, 
respectively. Hence, the spatial presence can be calculated by

SP (SPAV, DSP) = min (max (SPAV - DSP, 1) , 5). (18)
By utilizing the proposed model, the spatial presence of 

▲Figure 12. Relationship between the two types of latency and the deg⁃
radation of proprioceptive matching

DMOS: difference mean opinion score     MTP: motion-to-photon

▲Figure 13. Relationships between the two types of realism and the spa⁃
tial presence

ARE: acoustic realism    SP: spatial presence     VRE: visual realism

DSP: degradation of spatial presence     PM: proprioceptive matching
▲ Figure 14. Relationships between the proprioceptive matching and 
degradation of spatial presence
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360-degree video can be assessed based on the corresponding 
technical parameters extracted from the VR system.
5 Performance Evaluation

The performance of the proposed model was evaluated on a 
test set consisting of another four YUV420 360-degree video 
sequences that had a video resolution of 3 840×1 920 and a 
video framerate of 30 fps. Screenshots of the video content are 
shown in Fig. 15. Four lossless audio files (PCM, 48 kHz) con⁃
taining two channels were utilized as the background sound of 
these 360-degree videos. The 360-degree videos were firstly 
down-sampled to 2K resolution and encoded with a BPP of 
0.02, 0.06, 0.14, and 0.19 using the x.265 encoder. The audio 
files were encoded with 16 kbit/s, 64 kbit/s, 128 kbit/s, and 
256 kbit/s using the AAC codec. We conducted two experi⁃
ments to verify the performance of the proposed model by 
changing the video bitrate, audio bitrate, and MTP latency. In 
the first experiment, audiovisual files were displayed without 
MTP latency. The display FOV was set to be 90 degrees and 
110 degrees, respectively. The details of the setting are shown 
in Table 5. In the second experiment, audiovisual files with 
4K resolution were displayed with three MTP latencies, i. e., 
40 ms, 120 ms, and 260 ms, respectively. The display FOV 
was set to be 110 degrees. The details of the setting are shown 
in Table 6. A total number of 30 subjects participated in these 

two experiments. After each display, the subjects provided 
their ratings on the spatial presence on a five-point scale.

Since there is no model evaluating the spatial presence that 
can be used as a comparison, we only show the performance of 
the proposed model. The performance is evaluated in two 
ways: 1) comparing predicted scores of the spatial presence 
with the subjective MOS, and 2) comparing the predicted 
scores with the subjective scores rated by individuals.
5.1 Predicted Scores vs MOS

Three commonly used performance criteria are employed to 
measure the performance of the proposed model: Pearson Cor⁃
relation Coefficient (PCC), Root-Mean-Squared Error (RMSE), 
and Spearman Rank Order Correlation Coefficient (SROCC).

The model performance is given in Table 7. It can be found 
that reliable prediction performance is obtained when using 
the proposed spatial presence evaluation model.

▼Table 5. Setup for the video 
Video (BPP)

0.02
0.06
0.14
0.19

Audio/(kbit/s)
16, 64, 128, 256
16, 64, 128, 256
16, 64, 128, 256
16, 64, 128, 256

BPP: bits per pixel

▲Figure 15. Content of test sequences: (a) Driving, (b) Shark, (c) Gla⁃
cier, and (d) Paramotor

▼Table 6. Setup for the audio
Video (BPP)

0.06
0.14
0.19

Audio/(kbit/s)
16, 64, 256
16, 64, 256
16, 64, 256

BPP: bits per pixel
▲Figure 16. Scatter plots of the subjective spatial presence versus pre⁃
dicted objective scores: (a) result of Experiment 1 and (b) result of Ex⁃
periment 2

MOS: Mean Opinion Score

▼Table 7. Experimental results
Experiment

1
2

PCC
0.910
0.908

SROCC
0.894
0.900

RMSE
0.277
0.335

PCC: Pearson Correlation Coefficient 
RMSE: Root-Mean-Squared Error 
SROCC: Spearman Rank Order Correlation Coefficient
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To visualize the performance, Fig. 16 shows the scatter 
plots of objective scores predicted by the proposed model 
against the subjective MOSs. This figure clearly shows that 
the proposed model exhibits good convergence and monotonic⁃
ity performance.
5.2 Predicted Scores vs Individual Ratings

To also check the accuracy of the proposed model, we 
evaluated the performance of the model against the indi⁃
vidual ratings of subjects. Again, PCC, SROCC, and RMSE 
were calculated. For Experiment 1, we found that the PCC, 
SROCC, and RMSE ranged from 0.882 to 0.926, 0.878 to 
0.922, and 0.443 to 0.227, respectively. For Experiment 2, 
we found that the PCC, SROCC, and RMSE ranged between 
0.886 to 0.924, 0.881 to 0.918, and 0.462 to 0.214. Among 
the 30 subjects, the lowest, medium and highest prediction 
results are shown in Table 8. It can be found that a relatively 
good prediction performance is always guaranteed using the 
proposed model.

We also calculated the percentage that the predicted scores 
match the subjective scores to better verify the accuracy of the 
proposed model. A match is found if a predicted score (after 
the rounding process) is the same as the subjective score rated 
by the participants. The results show that the proposed model 
matches the subjective ratings with an accuracy of 83.7% and 
82.4% for Experiments 1 and 2, respectively. It can be con⁃
cluded that the proposed model manifests itself as a reliable 
spatial presence indicator that can be directly used in current 
360-degree video applications.

6 Conclusions
In this paper, we propose a spatial presence assessment 

framework for measuring users’ sense of spatial presence in 
360-degree video services. Well-designed subjective experi⁃
ments are conducted to obtain accurate subjective ratings of 
spatial presence. An objective spatial presence prediction 
model is further proposed. Experimental results show that the 
proposed model can achieve good prediction accuracy in 
terms of PCC, SROCC, and RMSE. The proposed scheme 
serves as guidelines for the research community to better un⁃
derstand the spatial presence perception. It also provides valu⁃
able recommendations for the industry to further improve its 
quality of service.
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