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ent network services. Concurrently, network calculus has found widespread application in network modeling and QoS analysis. Network calcu⁃
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curves for typical scheduling algorithms, including Strict Priority (SP), Round Robin (RR), Cycling Queuing and Forwarding (CQF), Time 
Aware Shaper (TAS), Credit Based Shaper (CBS), and Asynchronous Traffic Shaper (ATS). It introduces the theory of network calculus and 
then provides an overview of various scheduling algorithms and their associated service curves. The delay bound analysis for different sched⁃
uling algorithms in specific scenarios is also conducted for more insights.
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1 Introduction

With the rapid advancement of internet technology 
and applications, the variety of services within net⁃
works has continuously expanded and network 
structure has grown increasingly complex. The tra⁃

ditional internet, which relies on the best effort (BE) service 
model and the First Come First Served (FCFS) scheduling al⁃
gorithm, can no longer meet the diverse quality-of-service 
(QoS) requirements of different services. To ensure QoS, inter⁃
national standardization organizations have introduced several 
Internet architectures, including Integrated Services (IntServ), 
Differentiated Services (DiffServ), Time-Sensitive Networking 
(TSN), and Deterministic Networking (DetNet).

The IntServ model reserves network resources based on the 
QoS requirements of a given traffic flow before transmission[1]. 
This pre-allocation of network resources ensures end-to-end 
QoS guarantees for the traffic flow. However, due to its proto⁃
col implementation intricacies and inefficient bandwidth utili⁃

zation, the IETF introduced the DiffServ model[2]. The DiffServ 
model distinguishes itself through its unique strategy of mark⁃
ing data at the network’s edge nodes, which is crucial for de⁃
fining the subsequent handling and processing of the transmit⁃
ted data.

In 2005, the Institute of Electrical and Electronics Engi⁃
neers (IEEE) established the Audio-Video Bridging (AVB) 
working group, aiming to develop Ethernet AVB technology[3]. 
AVB is a set of real-time audio and video transmission proto⁃
cols based on a new Ethernet architecture. In 2012, the IEEE 
802.1 task group officially renamed AVB as TSN. TSN encom⁃
passes a range of technical standards, primarily focused on 
clock synchronization, data stream scheduling strategies, and 
network and user configurations.

In 2015, the IETF established the DetNet working group, 
with a specific focus on achieving deterministic, worst-case 
bounds on delay, packet loss, and jitter by implementing de⁃
terministic transmission paths at the second-layer bridging 
and third-layer routing segments[4]. This allows for predictable 
latency in network communications.

In order to provide guidance for the development of network This work was supported by ZTE Industry⁃University-⁃Institute Coopera⁃
tion Funds.
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technologies and the practical planning of networks, research⁃
ers are increasingly emphasizing the use of mathematical mod⁃
els to analyze network performance. In earlier years, research⁃
ers employed mathematical theories such as the probability 
theory and queueing theory to analyze network service perfor⁃
mance. However, as network structures became more complex 
and services diversified, the limitations of these theories 
gradually became evident. Network calculus, a theoretical 
framework that incorporates min-plus algebra, has been instru⁃
mental in transforming intricate nonlinear queueing problems 
into mathematically tractable models. Therefore, in recent 
years, network calculus has been proven to be an effective and 
versatile tool for analyzing network component performance. 
These components can encompass links, schedulers, shapers, 
or even entire networks. As a result, network calculus has 
found widespread application in scenarios of internet 
QoS[5–12].

Network calculus uses service curves to describe the ser⁃
vice capabilities of network elements such as routers, schedul⁃
ers, and links. In the min-plus algebra theory, the service 
curves of interconnected components can be combined 
through convolution, resulting in an overall service curve. Con⁃
sequently, individual systems along a network path can be eas⁃
ily connected by convolving their service curves, thus obtain⁃
ing a specified end-to-end service curve for the network. By 
combining the service curve with the arrival curve, network 
performance bounds can be determined. Different network ar⁃
chitectures provide QoS guarantees for services within the net⁃
work by employing various traffic shaping and scheduling al⁃
gorithms at network nodes. Consequently, the service curves 
of different scheduling algorithms constitute a crucial founda⁃
tion for analyzing network performance. Therefore, this paper 
aims to summarize the service curves for different scheduling 
algorithms.

The main contribution of this paper is to compile the con⁃
cepts and service curves of seven typical scheduling algo⁃
rithms from existing studies. The remaining content of this pa⁃
per is arranged as follows: Section 2 introduces the basic con⁃
cept of network calculus; Section 3 introduces different sched⁃
uling algorithms and their service curves; Section 4 calculates 
the delay bounds using service curves from various scheduling 
algorithms and conducts simulation in burst flows situations 
scenarios; Section 5 concludes by summarizing the contribu⁃
tions of the study.
2 Network Calculus

Network calculus was initially developed to analyze the per⁃
formance of networks with non-probabilistic distribution traf⁃
fic. The origins of network calculus can be traced back to 
CURZ’s research on traffic characteristics and network perfor⁃
mance boundaries[13–14], as well as the studies by PAREKH 
and GALLAGHER on the service curves of Generalized Pro⁃
cessor Sharing (GPS) schedulers[15–16]. Subsequently, re⁃

searchers like CRUZ and SARIOWAN advance the study of 
network calculus[17–23], formalizing the concept of service 
curves and establishing the foundational framework for net⁃
work calculus[24].

Ref. [25] systematically discusses the fundamental concepts 
of deterministic network calculus, along with the foundation 
and theory of min-plus algebra, and further integrates specific 
analyses involving internet traffic and scheduling mecha⁃
nisms. This section provides a brief introduction to the basic 
framework of network calculus based on the content presented 
in Ref. [25].

Network calculus is built upon the foundation of min-plus 
algebra and is used for the analysis of network performance. It 
involves two fundamental non-decreasing operations: min-plus 
convolution ⊗ and min-plus deconvolution ⊘:

(a ⊗ b) ( x) = inf
0 ≤ y ≤ x

[a ( y ) + b ( x - y ) ] , (1)

(a ⊘ b) ( x) = sup
y ≥ 0 [a ( x + y ) - b ( y ) ] . (2)

Both arrival curves and service curves are determined 
through min-plus convolution. The arrival curve α ( t) serves 
as a mathematical model for the constrained arrival process 
A ( t) of a traffic flow, where A ( t) represents the cumulative in⁃
put function, quantifying the amount of data that has arrived at 
the network node up to time t.

A ( t) ≤ A ⊗ α ( t) = inf
0 ≤ s ≤ t

{A ( s) + α ( t - s)}. (3)
The affine arrival curve αr,b( t) = rt + b is a common type of 

arrival curve. This model is frequently used to describe traffic 
patterns where data is transmitted at a constant rate of r after 
an initial burst of size b.

The service curve β ( t) describes the capacity of a node to 
provide services. Let the departure function be denoted as A∗
(t), which is the cumulative output function representing the 
total amount of data output from the network node up to time t. 
β ( t) satisfies the following relationship:

A*( t) ≥ inf
0 ≤ s ≤ t

{A*( s) + β ( t - s)} = A ⊗ β ( t). (4)
A strict service curve β ( t) satisfies the following relation⁃

ship throughout any backlog period:
A*( t + ∆t) - A*( t) ≥ β (∆t) . (5)
A commonly used service curve is the Latency-Rate (LR) 

service curve βr,T( t) = r [ t - T ]+, which provides a simple 
way to describe the worst-case behavior of various scheduling 
algorithms[26]. This service curve represents the service node’s 
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guarantee of providing a service rate of r to a traffic flow, with 
the additional constraint that delays do not exceed T.

Network calculus encompasses several fundamental theo⁃
rems that serve as the theoretical underpinnings for analyzing 
network performance. Here are some of the basic theorems in 
network calculus[27]:

1) Delay bound: The delay D ( t) of traffic at a network node 
at time t is bounded by the maximum horizontal distance be⁃
tween the arrival curve α ( t) and the service curve β ( t):

D ( t) ≤ h (α, β ) = sup
s ≥ 0

{inf {τ ≥ 0:α ( s) ≤ β ( s + τ)}}. (6)
2) Backlog bound: The backlog of traffic at a network node 

is bounded by the maximum vertical deviation between the ar⁃
rival curve α ( t) and the service curve β ( t):

B ( t) ≤ v (α, β ) = sup
s ≥ 0

{α ( s) - β ( s)}. (7)
3) Output characterization: The deterministic arrival pro⁃

cess of the departure process A* can be represented by the de⁃
terministic arrival curve α*( t):

α*( t) = α ⊘ β = sup
s ≥ 0

{α ( t + s) - β ( s)}. （8）
4) Concatenation property: The deterministic service curve 

provided to data flows after the concatenation of several nodes 
can be represented as the convolution of these nodes’ service 
curves:

β ( t) = β1( t) ⊗ β2( t)⋯ ⊗ βn( t). (9)
5) Superposition: The arrival curve of an aggregated flow 

can be represented as the pointwise sum of the arrival curves 
of individual flows:

α ( t) = ∑
i = 1

n

αi( )t . (10)
6) Leftover service: This theorem addresses the number of 

services that remain available in a network node after some 
data have been served to specific flows. It is often used to cal⁃
culate the remaining service capacity or service curve of a net⁃
work element. For a network node that includes two flows, A1 and A2, with the node’s service curve being β ( t), A* 1( t) satis⁃
fies the following equation:

A* 1( t) ≥ A1 ⊗ ( β - α2 )+( t). (11)

3 Scheduling Algorithms and Service 
Curves
In the expansive landscape of scheduling algorithms for net⁃

work communications, a multitude of strategies exist to ad⁃
dress the diverse challenges posed by data transmission. 

Among this myriad of options, we focus on seven distinctive 
scheduling algorithms that encapsulate both classical method⁃
ologies and contemporary innovations. The selected algo⁃
rithms include classical strategies such as Strict Priority (SP), 
Round Robin (RR), and Weighted Fair Queuing (WFQ). Fur⁃
thermore, this paper delves into the advanced strategies intro⁃
duced by TSN, namely Cycling Queuing and Forwarding 
(CQF), Time Aware Shaper (TAS), Asynchronous Traffic 
Shaper (ATS), and Credit Based Shaper (CBS). The specifics 
of these algorithms are discussed in this paper, as well as their 
relation to the creation of service curves.
3.1 Strict Priority

3.1.1 Scheduling Algorithm
SP is a classic and pivotal scheduling strategy known for its 

effectiveness in ensuring high-priority data stream transmis⁃
sion performance. It proves particularly suitable for applica⁃
tions requiring guaranteed low latency. SP strictly follows the 
order of queue priorities. Packets with the same priority are 
scheduled using the FCFS policy. Each queue’s packets must 
wait until all packets in higher priority queues have been 
scheduled before they have the opportunity to be scheduled. It 
ensures that high-priority data receive preferential treatment 
within the constraints of limited resources.
3.1.2 Service Curve

In the context of preemptive SP scheduling, if data from a 
high-priority flow arrive at the server, they will receive an imme⁃
diate service, even if data from a low-priority flow are currently 
being serviced. Consequently, lower-priority flows do not affect 
the service provided by the server to higher-priority flows. It is 
sufficient to analyze two types of flows: the flow with priority 
level i and the aggregate flow with priorities greater than i. Ac⁃
cording to the theorem of Leftover Service, the service curve for 
the flow with priority level i is as follows[25].

βi( t) = é

ë

ê
êê
êβ ( t) - ∑

j = 1

i - 1
αj( )t ù

û

ú
úú
ú

+

, (12)
where β ( t) represents the overall service curve provided by 
the service node, αi( t) represents the arrival curve for the data 
flow with priority level i, and [ x]++ denotes max (0, x).

In practical networks, data flows are composed of data pack⁃
ets and non-preemptive strategies are often employed. In a 
non-preemptive SP scheduling, if a low-priority data packet 
has started being serviced, it continues to be serviced even if 
higher-priority data packets arrive. In such cases, the service 
curve for a non-preemptive SP scheduling for a flow with prior⁃
ity level i is as follows[25].

β SP
i ( t) = β ( t) - ∑

j = 1

i - 1
αj( )t - max j > i lu

j , (13)
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where lu
j  represents the maximum packet length in the queue 

with priority level j.
3.2 Weighted Fair Queuing

3.2.1 Scheduling Algorithm
While the SP scheduling algorithm holds a crucial position 

in network communications, especially for latency-sensitive 
applications, it exhibits noticeable limitations. In instances 
where high-priority data streams are overly frequent, SP may 
lead to prolonged neglect of low-priority data streams, impact⁃
ing overall fairness. In the contemporary field of network com⁃
munications, ensuring both fairness and efficiency in schedul⁃
ing various priority and data stream types is paramount for 
QoS. To address this, researchers have introduced WFQ, a 
strategy that employs weight assignments and a fair queuing 
approach. WFQ aims to provide equitable and efficient ser⁃
vices to different data streams by ensuring that each stream 
receives a fair share of resources based on its assigned 
weight. This approach acknowledges the importance of main⁃
taining fairness while effectively managing the diverse priori⁃
ties and types of data streams in today’s network communica⁃
tion landscape.

WFQ allocates the bandwidth to each flow based on their 
queue weights. WFQ, also known as Packet General Proces⁃
sor Sharing (PGPS), is a variant of the idealized scheduling 
strategy called GPS[15–16]. GPS is a scheduling strategy that 
allocates a certain proportion of service guarantees to each 
priority queue based on weight parameters. For n queues 
with weight parameters φ1,⋯, φn, queue i is guaranteed a 
service proportion of φi ∑φj. However, GPS is an idealized 
strategy that assumes each data segment can be divided into 
infinitely small segments to ensure proportional sharing at 
every point in time and data size. In practical applications, 
bits cannot be divided, and data packets are usually not 
fragmented. Researchers have introduced PGPS scheduling 
to approximate the ideal GPS strategy under real-world con⁃
straints.

In a WFQ system, when a packet arrives, its departure time 
in the corresponding GPS system is calculated. The system se⁃
lects the packet with the smallest departure time for transmis⁃
sion. This process introduces a monotonically increasing vir⁃
tual time function, denoted as V ( t ):

V ( tj - 1 + τ) = V ( tj - 1 ) + τ∙C∑i ∈ Bj
φi

,   τ < tj - tj - 1. (14)
In Eq. (14)，V (0) = 0,  and tj represents the time at which 

the j-th event occurs in the system. These events can include 
either the departure or arrival of data packets. Bj represents 
the set of non-empty queues between the time tj - 1 and tj.We can define the arrival time of the k-th data packet in 
queue i as ak

i , and the length of this packet as Lk
i . Additionally, 

the allocation of transmission rates to each queue i in a WFQ 
system is represented by weight parameters φi. Sk

i  and F k
i  rep⁃

resent the virtual start time and virtual finish time of the k-th 
data packet in queue i. If there is no special explanation, set 
S0

i  to 0. When queue i is empty, Sk
i = V (ak

i ), and when queue i 
is not empty,  Sk

i = F k - 1
i .

Sk
i = max {F k - 1

i ,V (ak
i )} ,

F k
i = Sk

i + Lk
i

φi . (15)
The virtual finish time  F k

i  for each queue is calculated ac⁃
cording to Eq. (15). Then, the system selects the data packet 
for transmission by choosing the one with the smallest virtual 
finish time F k

i  among all the queues. This ensures that the 
packet from the queue with the earliest virtual finish time is 
sent next, maintaining fairness in resource allocation.
3.2.2 Service Curve

Refs. [15] and [16] introduce the concept of GPS schedul⁃
ing strategy and conducted performance analysis of GPS 
schedulers in both single-node and multi-node scenarios. The 
derived expression for GPS node availability of a service is 
considered to be the first service curve formula in network cal⁃
culus. This work laid the foundation for understanding and 
analyzing service curves in the context of network calculus. If 
data flow i experiences backlog within the time interval ( s, t), 
the following condition holds for data flow j in all cases:

ϕj(Di( t) - Di( s) ) ≥ ϕi(Dj( t) - Dj( s) ). (16)
The service curve for data flow i is as follows.
β GPS - 1

i ( t) = φi

∑
j = 1

n

φj

β ( t)
. (17)

WFQ can be considered a packet-based form of GPS, which 
means that we can derive the service curve for data flow i 
within a WFQ node:

β WFQ - 1
i ( t) = [ β GPS - 1

i ( t) - max1 ≤ j < n lu
j ]+. (18)

The previous conclusion assumes that all data flows are con⁃
tinuously backlogged, fully utilizing the allocated bandwidth. 
In reality, if one or more flows do not make full use of their al⁃
located resources, the remaining service shares will be redis⁃
tributed to the backlogged flows based on their weights. Ref. 
[26] takes into account practical scenarios and used the depar⁃
ture process’s arrival curve to provide a more general service 
curve for data flow i:
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β GPS - 2
i ( t) = max

M ⊆ { }1,…,n

ì

í

î

ïïïï

ï
ïï
ï

φi∑
j ∈ M

φj

é

ë

ê
êê
êβ ( t) - ∑

j ∉ M
α*

j ( )t ù

û

ú
úú
ú

+ü

ý

þ

ï
ïï
ï

ï
ïï
ï. (19)

The departure process’s arrival curve α*
j  is determined 

based on the arrival curve αj and the service curve specified 
in Eq. (18).

In addition, the research in Refs. [15] and [16] assumes that 
all flows have affine arrival curves of the form αi( t) = ri t + bi, with constant link rates, and the system is stable, ensuring 
that the overall average arrival rate does not exceed the link 
capacity. However, Ref. [28] conducted research without be⁃
ing constrained by these conditions and derived more general 
service curves:

β GPS - 3
i ( t) = max

M ⊆ { }1,…,n \ { i }

ì

í

î

ïïïï

ï
ïï
ï

φi∑
j ∉ M

φj

é

ë

ê
êê
êβ ( t) - ∑

j ∈ M
αj( )t ù

û

ú
úú
ú

+ü

ý

þ

ï
ïï
ï

ï
ïï
ï. (20)

3.3 Round Robin

3.3.1 Scheduling Algorithm
RR scheduling strategy[29] is proposed to address the limita⁃

tions of SP. Similar to WFQ, RR utilizes weight assignments 
to enhance overall fairness within the system. RR also comes 

in various variants, each employing different methods of allo⁃
cating transmission resources to improve overall system perfor⁃
mance from distinct perspectives.

RR employs a polling mechanism to schedule multiple queues, 
and within each queue, a FCFS scheduling strategy is applied. 
During each polling round, the scheduler sequentially sends 
the first data packet from each queue, skipping over empty 
queues. Fig. 1 shows a scheduling scenario.

The RR algorithm provides uniform cyclic scheduling ser⁃
vices to different queues. However, it may result in unfairness 
when dealing with queues with varying packet sizes. Addition⁃
ally, it does not differentiate between services with different la⁃
tency requirements, making it challenging to guarantee QoS 
for high-latency-sensitive services. As a result, various vari⁃
ants of RR are introduced, such as Weighted Round Robin 
(WRR)[30] and Deficit Round Robin (DRR)[31].

WRR allocates service proportionally to the weight of each 
queue during polling. In the classic WRR, during each polling 
round, each queue consecutively sends data packets wi that is 
the weight of the queue. The standard RR scheduling can be 
seen as a special case of WRR, where the weight of each 
queue is 1. For example, in a WRR scenario with weights 2:2:
1, the polling sequence would allocate services as shown in 
Fig. 2.

However, continuous sending of consecutive data packets 
wi can lead to burstiness in data flows and potentially impact 
other queues. Interleaved Weighted Round-Robin (IWRR) ad⁃
dresses this issue by eliminating the impact through an alter⁃

▲Figure 1. RR scheduling

RR: Round Robin

▲Figure 2. WRR scheduling

WRR: Weighted Round Robin

Queue 1 Packet 5 Packet 1

Packet 2

Packet 4 Packet 3

Queue 2

Queue 3

Packet 4 Packet 5 Packet 3 Packet 2 Packet 1
The second RR The first RR

Output queue

RRscheduling

Queue 1

Queue 2

Queue 3

300 200

200 100

200 200 100 200 300 200WRRscheduling

Output queue
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nating mechanism. In this approach (Fig. 3), each queue is as⁃
signed a counter, which is initialized based on the queue’s 
weight. When a queue with a non-zero counter is polled, it 
sends one data packet and reduces its counter by 1. Once the 
counter reaches 0, the queue is skipped, and the scheduler 
moves on. A new scheduling round begins when the counters 
of all queues are 0.

DRR is a scheduling algorithm that operates based on 
packet lengths. In DRR, each queue is assigned a counter and 
initialized to the maximum number of bytes that can be sched⁃
uled in one round, known as Quantum. During each round of 
polling, when a queue is reached and if the length of a packet 
in the queue is less than the counter’s value, the packet is 
sent and the counter is reduced by the length of the sent 
packet. This process continues until the counter’s value be⁃
comes smaller than the length of the first packet in the queue, 
at which point the next queue is scheduled. After each polling 
round, the counter is reset to its maximum value and a new 
scheduling round begins.

For example, when all queues have a Quantum of 200, the 
DRR scheduling mechanism functions as illustrated in Fig. 4.
3.3.2 Service Curve

Researchers have extensively studied the service curves of 
RR and its variants.

For WRR, it is evident that the packet length has a signifi⁃
cant impact on the performance of the WRR algorithm. The re⁃
searchers in Ref. [32] model the packet length sequence and 

provide three different service curve models with varying lev⁃
els of precision and complexity:

β WRR - 1
i ( t) = qi

qi + Qi
[ β ( t) - Qi ]+, (21)

β WRR - 2
i ( t) = λ1 ⊗ υqi,qi + Qi([ β ( t) - Qi ]

+), (22)

β WRR - 3
i ( t) = f -1

i ( β ( t) ), (23)
where Qi = ∑

j ≠ i
wj l

u
j  represents the maximum amount of data 

that all other queues can receive in one round of polling and 
qi = wil

l
i represents the minimum amount of data that queue i 

can receive in one round of polling (lu
i  and ll

i represent the 
maximum and minimum packet lengths in queue i and wi is 
the WRR weight of the queue).

Functions υa,b( t), λk( t) and fi( x) can be expressed as:

υa,b( t) = a é
ê
êêêê ù

ú
úúúút

b ,  t > 0, (24)

λk( t) = kt,  t > 0, (25)

▲Figure 3. IWWR scheduling

RR: Round Robin      IWWR: Interleaved Weighted Round-Robin

▲Figure 4. DRR scheduling

DRR: Deficit Round Robin

Queue 1
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Queue 1

Queue 2
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fi( x) = x + ∑
j ≠ i

Lu
j ( )wj

ê

ë
êêêê

ú

û
úúúú1 + g ( )x

wi , (26)

g = sup {x|Ll
i( x) ≤ y}, (27)

where Lu
i  and Ll

i represent the upper and lower bounds of the 
cumulative packet length sequence of data stream i, respec⁃
tively. The data packet length sequence Li satisfies the follow⁃
ing condition:

∀j, n ∈ N,Ll
i(n) ≤ ∑

j

j + n - 1
Li( )j ≤ Lu

i (n). (28)
Among the three service curves mentioned above, Eq. (23) 

is the most accurate, as it utilizes the data packet curve. How⁃
ever, it is computationally more complex.

If the maximum packet length Lu
i  and minimum packet 

length  Ll
i are known, we can get Lu

i (n) = nlu
i (n) and Ll

i(n) =
nll

i. In this case, Function fi( x) can be simplified as:

fi( x) = x + Qi
ê

ë
êêêê

ú

û
úúúú

x
wi

+ Qi. (29)
In this case, the inverse function takes the form of 

λ1 ⊗ υqi, qi + Qi
, which results in the service curve being trans⁃

formed into the service curve in Eq. (22).
Eq. (22) obtains the details of the polling using a pseudo-

inverse method, taking into account the total bandwidth used 
by the packets currently being serviced. On the other hand, 
Eq. (21) can be viewed as the linearized result of Eq. (22) and 
their service curve is depicted in Fig. 5.

For IWRR, Ref. [33] employs a method similar to Eq. (22) 
to obtain the service curve for IWRR using a pseudo-inverse:

β IWRR
i ( t) = λ1 ⊗ ∑k = 1

wi - 1
υll

i, Ltot([ β ( t) - ψIWRR
i (kll

i ) ]+), (30)

ψIWRR
i ( x) = x + ∑

j ≠ i
θIWRR

i,j ( )ê

ë

ê
êê
ê ú

û

ú
úú
úx

ll
i

lu
j , (31)

θIWRR
i, j ( x) = ê

ë
êêêê

ú

û
úúúú

x
wi

wj + [wj - wi ]
+ + min ( x mod wi + 1, wj). (32)

For DRR, Ref. [31] [34] [35] study the worst-case perfor⁃
mance under strict assumptions, mainly assuming that the 
server has a constant service rate. On the other hand, Ref. [36] 
uses network calculus to analyze the delay of DRR in a more 
general scenario, encompassing the results from Refs. [31], 
[34] and [35]. It derives the DRR service curve as:

β DRR
i ( t) = é

ë

ê
êê
êQi

F β ( t) - Qi( )L - lu
i + ( )F - Qi ( )Qi + lu

i

F
ù

û

ú
úú
ú

+

, (33)
where F = ∑i = 1

n Qi, representing the total maximum number 
of bytes processed in one round, and L = ∑i = 1

n lu
i , represent⁃

ing the sum of the upper bounds of packet sizes from all 
queues. Additionally, considering that packet sizes are dis⁃
crete and multiples of a base unit ε (e. g., 1 byte), we define 
lu - ε

i = lu
i - ε and L = ∑i = 1

n lu - ε
i . The service curve is defined 

as follows:
β DRR - ε - 1

i ( t) =
é

ë

ê
êê
êQi

F β ( t) - Qi( )Lε - lu - ε
i + ( )F - Qi ( )Qi + lu - ε

i

F
ù

û

ú
úú
ú

+

. (34)
To some extent, the polling process can be considered as a 

simulation of GPS. Therefore, the analysis of RR can also le⁃
verage research on GPS. The researchers in Ref. [37] intro⁃
duce a more comprehensive concept, the bandwidth sharing 
policy, to unify GPS and RR. They introduce a new method to 
derive the service curves for bandwidth-sharing scheduling 
policies and improve the performance boundaries by exploit⁃
ing the characteristics of cross traffic. They prove that for a 
variable-capacity network node with service curve β ( t) and 
bandwidth-sharing parameters φj, 1 ≤ j ≤ n, if β ( t) is a con⁃
vex function and all data flow arrival curves αj( t) are concave 
functions, there exists a non-negative integer set HM,
 M ⊆ {1,…, n} / { i }, and then the service curve for data 
flow i can be expressed as:

β BS
i ( t) = sup

M

ì

í

î

ïïïï

ï
ïï
ï

φi∑
j ∉ M

φj

é

ë
ê
êê
êβ ( t) - ∑

i ∈ M
αi( )t - HM

ù

û
ú
úú
ú

+ü

ý

þ

ï
ïï
ï

ï
ïï
ï. (35)

Ref. [37] introduces an inductive process to compute HM 
and applies the conclusion to GPS and DRR. For GPS, in the ▲Figure 5. Service curve for β WRR - 1

i ( t) and  β WRR - 2
i ( t)

2qi

qi

β WRR - 1
i ( t)

β WRR - 2
i ( )t

tQi

R
Qi + qi

R
2Qi + qi

R
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particular case where HM=0, they obtain the same result as in 
Ref. [28]. For DRR, the service curve can be rewritten as:

β BS - DRR
i ( t) = sup

M

ì

í

î

ïïïï

ï
ïï
ï

Qi∑
j ∉ M

Qj

é

ë
ê
êê
êβ ( t) - ∑

i ∈ M
αi( )t - HM

ù

û
ú
úú
ú

+ü

ý

þ

ï
ïï
ï

ï
ïï
ï.     ( )36

Furthermore, Ref. [38] makes further advancements using 
the pseudo-inverse and output arrival curves from the re⁃
search in Refs. [36] and [37]. The pseudo-inverse is initially 
used to gain more insights into DRR, improving the service 
curve for DRR and resulting in the new service curve in the 
absence of arrival constraints.

β DRR - ε - 2
i ( t) = Υi( β ( t) ), (37)

Υi( x) = λ ⊗ υQi,Qtot([ x - ψi(Qi - lu - ε
i ) ]+) +

min (éëêêêêx - ∑
j ≠ i

( )Qj + lu - ε
j

ù

û

ú
úú
ú

+
, (Qi - lu - ε

i ) ), (38)

Qtot = ∑
j = 1

n

Qj, (39)
ψDRR

i ( x) = x + ∑
j ≠ i

θDRR
i,j ( )x , (40)

θDRR
i,j ( x) = ê

ë
êêêê

ú

û
úúúú

x + lu - ε
i

Qi
Qj + (Qi + lu - ε

j ). (41)
Moreover, Ref. [38] introduces an iterative method to im⁃

prove the service curve by taking into account arrival curve 
constraints of interfering flows (with concave arrival curves). 
This method is applicable to any available strict service 
curves for DRR.

β new
i ( t) = max ( β old

i ( t) ,

max
M ⊆ { }1,…,n \ { i } Υ

M
i (éëêêêêêêβ ( t) - ∑

j ∈ { }1,…,n \ { i } \M
αj ⊘ β old

i ( )t
ù

û

ú
úú
ú
ú
ú

+), (42)

Υ M
i ( x) = λ ⊗ υQi, QM,i

tot ([ x - ψM
i (Qi - lu - ε

i ) ]+) +

min (éëêêêêx - ∑
j ∈ M

( )Qj + lu - ε
j

ù

û

ú
úú
ú

+
, (Qi - lu - ε

i ) ), (43)

QM,i
tot = Qi + ∑

j ∈ M
Qj, (44)

ψM
i ( x) = x + ∑

j ∈ M
θi,j( )x . (45)

On the other hand, inspired by Ref. [37], the researchers in 
Ref. [39] introduce a new service curve for WRR that demon⁃
strates improved performance bounds when dealing with cross-
traffic and arrival constraints. Assuming a set of flows N =
{1,⋯, n} and each flow i is constrained by concave arrival 
curves αi( t), the following relationship holds:

β BS - WRR
i ( t) = sup

i ∈ M ⊂ N

ì
í
î

ïï

ïïïï

qi

qi + QM
i

é

ë

ê
êê
êβ ( t) - ∑

j ∉ M
αj( )t - QM

i

ù

û

ú
úú
ú

+ü
ý
þ

ïïïï

ïïïï,(46)
QM

i = ∑
j ∈ M\ { i }

wjl
u
j . (47)

3.4 Cycling Queuing and Forwarding

3.4.1 Scheduling Algorithm
The emergence of TSN has brought about enhanced latency 

determinism and QoS in network communications. The 
CQF[40] scheduling algorithm, as a crucial component in the 
field of TSN, plays a vital role in efficiently forwarding data 
while ensuring fairness. CQF scheduling, through its cycling 
queuing and precise forwarding mechanism, effectively en⁃
hances the network’s ability to control latency, reduce data 
transmission jitter, and simultaneously improve overall network 
throughput. This algorithm not only safeguards critical data but 
also contributes to the overall efficiency of the network.

CQF utilizes dual queues in conjunction with gating control 
principles and service scheduling strategies. It requires pre⁃
cise clock synchronization support. In the CQF mechanism, 
gate structures are applied exclusively at the output ports of 
the data buffer queues. When the gate is open, data from the 
queue is allowed to be forwarded to the next node. Conversely, 
when the gate is closed, incoming data is buffered within the 
queue, awaiting transmission.
3.4.2 Service Curve

Considering CQF alternates transmission using two identi⁃
cal queues, Ref. [41] divides the service model into odd and 
even queues and models the queues as greedy shapers. It con⁃
structs the shaping curves based on the service model of time 
division multiple access (TDMA) from Ref. [42]. Finally, it de⁃
rives the service curves for the two queues in CQF.

βCQF - 1( t) = σodd( t) = C ⋅ min (éêêêêê ù

ú

ú
úú
út

2TQ
⋅ TQ, t - ê

ë

ê
êê
ê ú

û

ú
úú
út

2TQ
⋅ TQ ), (48)

βCQF - 0( t) = σeven( t) = C ⋅ max (êëêêêê ú

û

ú
úú
út

2TQ
⋅ TQ, t - é

ê

ê
êê
ê ù

ú

ú
úú
út

2TQ
⋅ TQ ),(49)
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where βCQF - 1( t) is the service curve for the odd queue, 
βCQF - 0 is the service curve for the even queue, TQ is the alter⁃
nating queue period, and C is the port forwarding rate.
3.5 Time Aware Shaper

3.5.1 Scheduling Algorithm
In industrial IoT and similar contexts, there is a need for 

stringent requirements in terms of latency and jitter for cer⁃
tain types of data. Exceeding specified thresholds for either 
latency or jitter can potentially lead to severe consequences. 
Moreover, such data are often transmitted periodically. To 
meet the performance demands of these scenarios, TSN intro⁃
duces scheduled traffic (ST) [43] to support low latency and 
low jitter applications. Additionally, the TSN framework in⁃
cludes TAS, which ensures that ST flows receive the neces⁃
sary latency guarantees. TAS relies on highly precise clock 
synchronization to implement a gate-based scheduling 
mechanism. TAS periodically scans predefined Gate Control 
Lists (GCLs) to control the opening and closing of gates asso⁃
ciated with different queues. When a gate is open, data 
frames in the corresponding queue can be transmitted, and 
when it is closed, they await their turn for transmission. CQF 
can be perceived as a solution built upon TAS. Fig. 6 shows 
the structure of TAS.

To ensure that low-priority data frames do not impact the 
transmission of high-priority data frames, TAS introduces the 
concept of the guard band (GB). Before the window for high-
priority data frames opens, a segment of time equivalent to the 
GB duration is reserved. During this GB period, new data 
frames cannot begin transmission. The typical length of the 
GB is set to the maximum data frame transmission time within 
the communication network.

To address the issue of resource wastage caused by GB, 
TSN introduces the frame preemption (FP) mechanism[44]. This 
mechanism classifies frames based on their priority. The trans⁃
mission of low-priority frames will be interrupted when high-
priority frames arrive, and only resumes after the high-priority 

frames have been completely transmitted. When a high-
priority frame arrives, the system checks if the remaining seg⁃
ment of the low-priority frame being transmitted satisfies the 
slicing conditions. If it does, the low-priority frame’s transmis⁃
sion is paused, and a 4-byte Message Checksum Redundancy 
Check (MCRC) is added to the already transmitted portion, ef⁃
fectively functioning as a checksum. This enables the assem⁃
bly of the transmitted frame segments into a complete data 
frame. The transmission of the high-priority frame begins 
when a frame interval is available. Once the high-priority 
frame’s transmission is completed, the remaining part of the 
low-priority frame is supplemented with a preamble code con⁃
taining assembly information associated with the previously 
transmitted portion. Subsequently, the low-priority frame’s 
transmission continues.
3.5.2 Service Curve

Through the careful construction of GCLs, TAS can periodi⁃
cally reserve transmission resources for different traffic 
classes, thereby providing reliable QoS guarantees. It can also 
offer a completely deterministic transmission mode for indi⁃
vidual flows. In this fully deterministic mode, there is no need 
for network calculus analysis, but it has limited application 
scenarios. Therefore, as discussed in Ref. [45], the analysis of 
the delay bounds for ST flows focuses on the most general case 
without specifying the construction method of the GCL.

TAS shares some similarities with TDMA in the sense that 
they both allocate transmission resources to different services 
based on a time scale. However, TDMA allows different ser⁃
vices to transmit in non-overlapping time slots, which elimi⁃
nates conflicts between them. In contrast, in the TAS mecha⁃
nism, when multiple gates are open simultaneously, lower-
priority data frames must wait for the completion of the trans⁃
mission of higher-priority data frames before they can start the 
transmission. Additionally, without utilizing the FP mecha⁃
nism, they may also need to wait for even lower-priority data 
frames to complete their transmission.

Within a GCL period TGCL, the data frames of different prior⁃
ity levels have varying periods and the regions of overlapping 
gate opening times for different priority queues differ. This re⁃
sults in varying lengths L of each transmission window during 
each GCL cycle. Let N represent the number of priority 
queues, Si denote the interval between the reference position 
(the starting time of the GCLs period) and the first transmis⁃
sion window for priority queue i, and oj

i represents the relative 
offset from the j-th transmission window of queue i to the first 
transmission window. Ni is the number of transmission win⁃
dows within one GCL cycle for queue i. In the study of Ref. 
[44], these transmission window parameters are used to calcu⁃
late length Lj

i of the j-th transmission window for queue i. Com⁃
bining this with service model βT,L based on TDMA[42], the au⁃
thors obtain the service curve provided by TAS nodes for data 
flows with priority level M in the non-preemptive mode.▲Figure 6. Structure of Time Aware Shaper (TAS)
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β TAS
i ( t) = ∑

j = 0

Ni - 1
βTGCL,Lj

i
( )t + TGCL - Lj

i - Si - oj
i , (50)

βT,L = C ⋅ max (êëêêêê ú
û
úúúút

T ⋅ L,t - é
ê
êêêê ù

ú
úúúút

T ⋅ (T - L ) ). (51)
For TAS and other scheduling algorithms based on precise 

global synchronized clocks, the service curves discussed in 
this paper are related to the choice of reference time points. In 
Eq. (41), Si represents the time waited from the reference time 
point to the time when the gate of queue i is opened, and it has 
a significant impact on the calculated delay results. In the 
case of CQF in Section 3.4, the different reference points form 
the distinction between odd and even queues, but in reality, 
both queues are equivalent.
3.6 Credit Based Shaper

3.6.1 Scheduling Algorithm
To efficiently transmit audio and video data in a local area 

network, the IEEE 802.1 formed the AVB task group in 2005, 
which introduced a series of standards. Among these, the 
802.1QAV[46] presents the concept of CBS. It classifies data 
streams into stream reservation (SR) flows and BE flows. SR 
flows indeed have higher latency requirements and are 
granted higher priority compared to BE flows. Furthermore, 
different SR flows can have distinct priority levels among 
themselves.

For SR flows, CBS utilizes credits (credit ) to indicate 
whether their data can be transmitted. When credit exceeds 0, 
the corresponding data category can commence transmission. 
If the data for the corresponding category is either awaiting 
transmission or its corresponding queue is empty while the 
credit is less than 0, the credit increases at a rate according to 
idleSlope and decreases during transmission at a rate defined 
by sendSlope. Typically, sendSlope = idleSlope - R, where R 
represents the node’s forwarding rate. The bounds for credit 
in the presence of two different SR flows are as follows[47].

sendSlopeA*
lu

A

R ≤ creditA ≤ idleSlopeA*
lu

n

R , (52)

sendSlopeB*
lu

B

R ≤ creditB ≤
idleSlopeB* ( lu

BE + lu
A

R - lu
n*

idleSlopeA

sendSlopeA*R ). (53)
Fig. 7 shows the operation of CBS, considering two catego⁃

ries of SR flows, A and B.
In Fig. 7, at time t1, BE frames arrive. After time t2, Class-A 

and Class-B data frames arrive. Subsequently, Class-A and 

Class-B data frames continuously arrive. During the time inter⁃
val from t2 to t3, the BE frame is transmitted, and Class A and 
Class B are waiting. Their credits increase at rates of 
idleSlopeA and idleSlopeB, respectively. When BE frame trans⁃
mission finishes, both Class-A and Class-B credits are greater 
than 0. Class A, having a higher priority, begins its transmis⁃
sion. Its credit decreases at the rate of sendSlopeA. Class ⁃ B 
credit is still increasing at the rate of idleSlopeB. After Class⁃A 
transmission is completed, Class B follows. At this point, no 
Class-A frames are waiting in the queue, but its credit is less 
than 0. The credit increases at the rate of idleSlopeA until it 
reaches 0. Once Class-B transmission is finished, the credit 
becomes greater than 0, but there are no Class-B frames left in 
the queue, so the credit is reset to 0.
3.6.2 Service Curve

In the context of CBS service curves, extensive research has 
been conducted by AZUA[47], ZHAO[48–50] and 
MOHAMMADPOUR[10] among others.

The study in Ref. [47] employs network calculus to model 
AVB networks and derives the LR service curve for CBS 
nodes serving Class-A and Class-B data flows:

β CBS
X ( t) = RX[ t - TX ]

+, X = A or B, (54)

RA = idSlA*R
idSlA - sdSlA

, TA =
lu

n

R - lu
A

sdSlA

idSlA*R , (55)

RB = idSlB*R
idSlB - sdSlB

, TB =
lu

B + lu
n

R - lu
n

R
idSlA

sdSlA
- lu

B

R
sdSlB

idSlB , (56)
where idSlX and sdSlX respectively represent idleSlopeX and 
sendSlopeX, and X = A or B.

Recognizing that the two SR classes may not meet the di⁃
verse requirements of various traffic types in AVB networks, 
Ref. [48] establishes two types of worst-case delay models and 
proposes an approach to calculate the worst-case queuing de⁃

▲Figure 7. Changes in credit during Credit Based Shaper (CBS) operation
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lay for additional SR data streams. This results in the LR ser⁃
vice curve provided by CBS nodes for the additional SR data 
streams. Rate RN corresponds to idSlN and Delay TN repre⁃
sents the queuing delay experienced by the first frame of addi⁃
tional SR data in the worst-case scenario, which is calculated 
based on the worst-case queuing delay in Ref. [47].

With the rapid development of communication networks, 
there is an increasing diversity in the types of services and 
traffic in the network. To provide service guarantees for a wide 
range of applications, related standards have continuously ex⁃
panded, defining various traffic categories with different la⁃
tency requirements. Researchers have also begun to apply net⁃
work calculus to analyze SR flows in situations where multiple 
traffic categories are mixed.

In the study of Ref. [10], control data traffic (CDT) with 
higher priority than Class-A and Class-B flows is considered, 
which extends the conclusions from Ref. [46]. If the CDT flow 
has an affine arrival curve αCDT( t) = rCDT t + bCDT, a new ser⁃
vice curve can be derived with the following parameters:

RCDT
A = idSlA( )R - rCDT

idSlA - sdSlA
,T CDT

A =
1

R - rCDT ( lu
n + bCDT + lu*rCDT

R ), (57)

RCDT
B = idSlA( )R - rCDT

idSlA - sdSlA
,T CDT

B =
1

R - rCDT ( lu
E + lu

A + bCDT - lu
n*idSlA

sdSlA
+ lu*rCDT

R ). (58)
On the other hand, Refs. [49] and [50] derive the latency 

bounds for SR flows under the presence of ST flows and pro⁃
vide service curves for SR flows in both non-preemptive and 
preemptive modes.

The researchers in Ref. [49] establish the arrival curve for 
aggregated ST flows based on the ST window, allowing the 
derivation of service curves for Class-A and Class-B data 
flows at network nodes. Similar to Ref. [45], an ST window is 
defined as the time interval when the gate of ST queues opens 
and closes within a GCLs period TGCL. In each period, there 
are N windows, and the length of the i-th window is denoted as 
Li. The relative offset between the i-th and j-th windows, which 
represents the time gap between the opening times, is denoted 
as oj

i. Based on this, the aggregated arrival curve for ST flows 
is referenced to the i-th ST window and is given by the follow⁃
ing equation:

αST,i( t) = ∑
j = i

i + N - 1
Lj R

é

ê
êêêê

ù

ú
úúúú

t - oj
i

pGCL . (59)
If the impact of GB is considered, letting LGB,i represent the 

length of GB for the i-th window, the aggregated ST flow ar⁃
rival curve can be expressed as:

αGB + ST,i = ∑
j = i

i + N - 1
R∙( Lj + LGB,j )∙é

ê

ê
êê
ê ù

ú

ú
úú
út - oj

i + LGB,j - LGB,i
TGCL . (60)

In the preemptive mode, when SR frame transmissions are 
interrupted and need to be supplemented with a preamble 
code to associate it with the transmitted portion, the arrival 
curve for the preamble code can be defined as follows if the 
time overhead of the preamble code is LOH.

αOH,i( t) = ∑
j = i

i + N - 1
R*LOH

é

ê

ê
êê
ê ù

ú

ú
úú
út - oj

i - Lj

TGCL . (61)
It is assumed in Ref. [49] that when an ST queue’s gate is 

open, gates for other queues are closed. The service curve pro⁃
vided by the network node for SR flows is derived with refer⁃
ence to the i-th window as follows:

β CBS - ST - 1
X,i ( t) = idSlX*R

idSlX - sdSlX

é
ë
êêêê sup

0 ≤ u ≤ t
 {u - T mod

X,i (u)}ù
û
úúúú

+

, (62)
where mod ∈ {np, p} represents non-preemptive and preemp⁃
tive modes, and X ∈ {A, B}. T mod

X,i can be expressed as:

T np
X,i(u) = αGB + ST,i( )u

R + creditmax
X

idSlX
 , (63)

T p
X,i(u) = αST,i( )u

R + αOH,i( )u
R

( )idSlX - sdSlX

idSlX
+ creditmax

X

idSlX . (64)
However, in Ref. [49], it is assumed that credits remain fro⁃

zen during the GB period, which contradicts the TSN stan⁃
dard. Additionally, the study in Ref. [50] supports only two SR 
classes. Ref. [50] extends the conclusions in Ref. [49] to mul⁃
tiple SR classes and the case where credits are not frozen dur⁃
ing the GB period. The bound for the credits is provided and 
the service curves for SR flows are derived as:

creditmin
X = sdSlX*

lu
X

R  , (65)

reditNF - max
X = idSlX

∑j = 1
X - 1 creditmin

j - lu> X - σGB

ρGB + ∑j = 1
X - 1 idSlj - R , (66)

creditF - max
X = idSlX

∑j = 1
X - 1 creditmin

j - lu> X∑j = 1
X - 1 idSlj - R , (67)
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β CBS - ST - 2
X ( )t = idSlX*R

idSlX - sdSlX

é

ë
êêêê

ù

û
úúúút - αI

X( )t
R - creditI - max

X

idSlX

+

, (68)
where I ∈ {F, NF} represents whether credits freeze (F) or do 
not freeze (NF) during the GB period, X ∈ [1, M ] represents 
the maximum number of SR flow classes, which can be up to 
6，creditI - max

X  refers to the upper bound of the credit value for 
an SR flow of class X in the context of mode I, and the ex⁃
pression αI

X( t) refers to the arrival curve for an SR flow of 
class X:

αNF
X ( t) = max1 ≤ i ≤ N

{αST,i( t)}, (69)

αF
X( t) = max1 ≤ i ≤ N

{αGB + ST,i ( t )}. (70)

3.7 Asynchronous Traffic Shaper

3.7.1 Scheduling Algorithm
In addition to TAS and CBS, the TSN working group has 

also developed the ATS[51] mechanism based on the Urgency-
Based Scheduler (UBS) [8]. ATS is designed to reshape asyn⁃
chronous traffic flows in TSN networks, offering an alternative 
solution to predictable and real-time communications. ATS op⁃
erates without the need for global clock synchronization, mak⁃
ing it suitable for scenarios where asynchronous traffic needs 
to be regulated to ensure reliable communications. ATS re⁃
shapes traffic at each network hop, reducing burstiness and 
helping meet timing constraints for various applications. Fig. 8 
shows the structure and component parts of ATS.

In ATS, the flow filter first filters out data frames that ex⁃
ceed the size limit. It then determines the internal priority of 
data streams based on the priority field provided by the virtual 
local area network (VLAN) tag and parameters associated with 
flow identification. Data streams with the same priority are 
grouped into a shared queue. This approach is implemented to 
effectively manage data streams with similar QoS require⁃

ments. To mitigate burstiness in traffic, data streams are re⁃
quired to pass through a shaper before entering shared 
queues. The shaper is a kind of minimal interleaved regulator. 
Finally, the ATS node schedules and forwards data from all 
shared queues.
3.7.2 Service Curve

Inspired by Ref. [10], the researchers in Ref. [7] analyze 
ATS using network calculus and divide it into two parts: shap⁃
ing queues and shared queues. Shared queues are scheduled 
using SP scheduling. For a shared queue Qi with priority i, its 
service curve is as follows:

β ATS
Qi

( t) = R

é

ë

ê

ê

ê

ê
êê
ê

ê

ê

ê

t -
∑
j = 1

i - 1
αQi

( )t + max j > i{ }lu
Qj

,lu
BE

R

ù

û

ú

ú

ú

ú
úú
ú

ú

ú

ú
+

, (71)
where αQi

( t)  represents the arrival curve for the shared 
queue, which is determined by the output arrival curve α*

q( t) 
of shaping queue q. α*

q( t) is the sum of the output arrival 
curves for the various flows f in the aggregated flow of queue q. 
ATS uses token bucket shaping, where the token bucket’s 
burst size and committed transmission rate are denoted as bf and rf, respectively. This can be expressed as:

α*
q( t) = ∑

f ∈ q
rf∙t + bf, (72)

αQi
( t) = ∑

q ∈ Qi

α*
q( )t . (73)

According to the theorem of delay bound, the upper bound 
of delay DATS

Qi
 can be derived from αQi

( t) and β ATS
Qi

( t).
For the shaping queue, the ATS shaper at the back of the 

FCFS system does not increase the overall system’s upper 
bound on delay. This is a key consideration in understanding 
how the shaping queue impacts the network. Hence, the delay 

in the shaping queue, denoted as dATS
q  and 

the delay in the previous node’s shared 
queue, denoted as dATS

Q-
i

, satisfy the relation⁃
ship dATS

q +dATS
Q-

i
≤ DATS

Q-
i

. Additionally, the 
minimum delay that queue q can experi⁃
ence in Q-

i  is lmin
q /C. Therefore, the delay 

bound for the shaping queue is given by 
DATS

q = DATS
Q-

i
- lmin

q /C. Then Ref. [7] pro⁃
vides the service curve for the shaping 
queue based on the discussion above:

β ATS
q ( t) = ì

í
î

0, t ≤ DATS
q

+∞, t > DATS
q . (74)▲Figure 8. Structure of Asynchronous Traffic Shaper (ATS)
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The arrival curve αATS
q ( t) for queue q is determined by the 

output arrival curve from Q-
i , and not all flows from Q-

i  will be 
forwarded to q. Therefore, for queue q, the output arrival curve 
from Q-

i  is given by:

α*
Q-

i
( t) =

∑
f ∈ [ ]Q-

i ,q
( )rf∙t + bf

δQ-
i

D ( )t , (75)
where δQ-

i
D  is 0 for t ≤ DATS

q  and +∞ for t > DATS
Q-

i
. Taking into ac⁃

count the physical link constraints that are governed by the 
link-shaping curve δ ( t) = Ct, we have:

αATS
q ( t) = min {α*

Q-
i
( t) , δ ( t) + lmax

Q-
i
}. (76)

By using Eqs. (70 – 75), the delay bounds for all nodes 
along each flow path can be obtained. Summing up the delays 
of all nodes can get the end-to-end delay bound.
4 Delay Bound

In this section, we will incorporate specific scenarios and le⁃
verage the service curves and the theorem of delay bound dis⁃
cussed earlier to provide theoretical latency bounds for vari⁃
ous traffic flows at a single node under different scheduling al⁃
gorithms. Additionally, the open-source simulation tool NS3 is 
utilized to construct a simulation platform that allows the con⁃
figuration of various scheduling algorithms, and the maximum 
latency experienced by all flows through plenty of simulations 
is recorded for comparison. This section will conduct a com⁃
parative analysis between the simulation results and the theo⁃
retical outcomes.

The paper considers a node with a forwarding rate R of 
10 Mbit/s, and the service curve for this node is as follows:

β ( t) = Rt. (77)
Furthermore, we assume several flows of different priorities 

or categories passing through the current network node. All 
flows are periodic burst traffic, represented as (τi, σi ). Here, 
τi represents the period, and σi represents the burst size, 
which is the total size of burst packets within one period. All 
packets are 64 bytes. The arrival curve αi( t) can be expressed 
using the following equation:

αi( t) =  σi

τi
t +  σi. (78)

According to the theorem of delay bound, the upper bound 
of the latency for different business flows passing through this 
node can be expressed as:

di = h (αi, βi ) = sup
s ≥ 0

{inf {τ ≥ 0:αi( s) ≤ αi( s + τ)}}. (79)

For SP scheduling, considering three different priority peri⁃
odic flows, the configurations and latency bounds for different 
flows are shown in Table 1.

For WFQ scheduling, we consider three flows with different 
weight configurations. The configurations for different traffic 
flows are presented in Table 2. The delay bounds for different 
data flows using different service curves are outlined in Table 3, 
where β WFQ - i

i ,  i = 1,2,3, represents the WFQ service curves 
derived from Eqs. (18), (20) and (21).

Although the simulation results are bounded by all theoreti⁃
cal results, β WFQ - 1

i  assumes that other flows fully utilize the al⁃
located resources, which is not consistent with the scenario 
presented in this paper. Consequently, the obtained latency 
bounds are relatively loose. β WFQ - 2

i  and β WFQ - 3
i  consider the 

possibility that each flow may not fully utilize the allocated re⁃
sources, rather than allocating bandwidth directly according to 
weights. This results in more stringent latency bounds. For RR 
scheduling, we consider three flows and allocate weights 
based on their data arrival rates. We set the base unit ε of 
DRR as 64 bytes. The configurations and delay bounds for dif⁃
ferent traffic flows are presented in Tables 4 and 5.

β WRR - 1
i , β WRR - 2

i  and β WRR - 3
i , Similar to β WFQ - 1

i , allocate 
bandwidth directly according to weights and packet sizes. 
▼Table 1. Latency bounds for Strict Priority (SP) scheduling

Flow ID
1
2
3

Priority
High

Middle
Low

τi /ms
1
1
1

 σi /B
256
256
256

di /ms
0.409 6
0.579 5
1.040 1

Simulation Results/ms
0.256 0
0.406 8
0.614 4

▼ Table 2. Flow configurations for Weighted Fair Queuing (WFQ) 
scheduling

Flow ID
1
2
3

Weight
4
3
2

τi /ms
1
1
1

 σi /B
256
256
256

▼Table 3. Delay bounds for Weighted Fair Queuing (WFQ) scheduling
Method
β WFQ - 1

i

β WFQ - 2
i

β WFQ - 3
i

Simulation results

d1 /ms
0.576 0
0.576 0
0.576 0
0.406 8

d2 /ms
0.768 0
0.631 5
0.631 5
0.512 0

d3 /ms
1.152 0
0.665 6
0.665 6
0.614 4

▼Table 4. Flow configurations for RR scheduling
Scheduling Algorithm

WRR

DRR

Flow ID
1
2
3
1
2
3

Weight
4
3
2

256
192
128

τi /ms
1
1
1
1
1
1

 σi /B
256
256
256
256
256
256

DRR: Deficit Round Robin      RR: Round Robin       WRR: Weighted Round Robin
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However, β WRR - 2
i  and β WRR - 3

i  utilize pseudo-inverse to lever⁃
age the details of RR (i.e. details of resource allocation), with 
β WRR - 3

i  additionally considering packet-level details to imple⁃
ment tighter bounds. As the flows in this scenario are similar 
to periodic flows, β WRR - 2

i  and β WRR - 3
i  yield identical results. 

Especially for Flow 1, its burst packets are sent within a com⁃
plete RR cycle in this scenario. During this cycle, other flows 
fully utilize their own transmission resources, resulting in an 
accurate boundary. β IWRR

i  employs the same derivation method 
as β WRR - 2

i , hence yielding similar results. However, IWRR al⁃
leviates bursts caused by continuous transmission of packets 
from the same flow, leading to a reduction in both the theoreti⁃
cal latency bounds and the maximum simulated latency for 
flow 2. On the other hand, β BS - WRR

i  uses resource utilization 
situations of other flows to improve the latency bounds com⁃
pared to β WRR - 1

i . In certain scenarios, the results obtained are 
better than those of β WRR - 2

i  and β WRR - 3
i .

The case is similar for DRR. β DRR - ε - 1
i  allocates resources 

directly, β DRR - ε - 2
i  utilizes pseudo-inverse to improve the 

bounds, and β BS - DRR - 1
i  considers the impact of cross-traffic to 

improve the bounds.
For CQF scheduling, the actual scheduling process involves 

the equivalence of two CQF queues. The odd or even queue 
depends on whether the corresponding queue’s gate is open 
when data arrive. For an individual node, the upper bound on 
traffic flow delay is jointly determined by the delay bounds of 
data flows in both queues. However, for this case, the delay 
bounds are calculated separately for the two queues based on 
Eq. (49). This paper configures two flows with an alternating 
period of 4 ms. The different configurations and delay bounds 
for these business flows are presented in Table 6.

For TAS, this paper considers a simple scenario with three 
different flows. GLSs are configured based on the characteris⁃
tics of the traffic flows. The queue gate opening period is the 
same as the flow period, and the GLS period is the least com⁃
mon multiple of all traffic flow periods. The gate control pe⁃

riod is set to 1 ms. Based on the GCLs, the number of trans⁃
mission windows for the three queues within one GCL period 
is 1, 2 and 2, respectively. Taking the start time of the GCL 
period as a reference, the waiting time Si for the three queues 
is 0 ms, 2 ms and 2 ms, respectively. Based on Eq. (50), we 
can calculate the service provided to queue i within each 
transmission window and then derive the overall service 
curve. The flow configurations and their corresponding latency 
upper bounds are shown in Table 7.

In fact, the results in Table 7 do not represent the maximum 
latency of packets for each flow. This is because their service 
curves are referenced to a specific time point. In this paper, 
the starting time of the GCL period is taken as the reference 
point. The results reflect the maximum latency of all packets 
in the scenario where they arrive at the reference point. The 
differences in the results for different flows mainly arise from 
the time gap between the packet arrival time and the gate 
opening time.

On the other hand, ATS and CQF utilize gate structures to 
control transmission, ensuring precise allocation of transmis⁃
sion resources. With a comprehensive understanding of the 
flow characteristics, they can accurately calculate the latency 
bounds of packets, achieving deterministic transmission. 
Therefore, the configuration of the gate significantly influ⁃
ences the latency bounds of scheduling algorithms like CQF 
and ATS. In practical network scenarios, it is essential to set 
the configuration based on the characteristics of flows.

For the CBS scheduling, two SR flows are considered in this 
scenario: SR-A and SR-B. SR-A has a higher priority. Addi⁃
tionally, based on the settings in Refs. [10], [49] and [50], a 
CDT flow and a ST flow are introduced. In Refs. [49] and [50], 
the ST traffic arrival curve is determined by the GCLs without 
regard to the actual characteristics of the ST flows. In this pa⁃
per, the ST queue’s GCL period is set to 6 ms, with the gate 
opening for the first 1 ms of each period. The configuration 
and the corresponding delay bounds for each of these service 
flows are presented in Tables 8 and 9, respectively.

In the context of ATS, as discussed in Section 3.7, when 
multiple ATS nodes are connected in series, the shaper does 
not increase the overall system’s delay bound. Therefore, this 

▼Table 5. Delay bounds for RR scheduling
Scheduling Algorithm

WRR

IWRR

DRR

Method
β WRR - 1

i

β WRR - 2
i

β WRR - 3
i

β BS - WRR
i

Simulation
β IWRR

i

simulation
β DRR - ε - 1

i

β BS - DRR
i

β DRR - ε - 2
i

Simulation

d1 /ms
0.716 8
0.460 8
0.460 8
0.716 8
0.406 8
0.460 8
0.460 8
0.716 8
0.460 8
0.460 8
0.406 8

d2 /ms
0.921 6
0.819 2
0.819 2
0.815 5
0.614 4
0.665 6
0.563 2
0.921 6
0.614 4
0.819 2
0.614 4

d3 /ms
1.280 0
0.921 6
0.921 6
0.870 6
0.614 4
0.921 6
0.614 4
1.280 0
0.921 6
0.921 6
0.614 4

DRR: Deficit Round Robin 
IWRR: Interleaved Weighted Round Robin 

RR: Round Robin 
WRR: Weighted Round Robin

▼ Table 6. Configurations and delay bounds for Round Robin (RR) 
scheduling

βCQF - 1

βCQF - 0

τi /ms
1
1

 σi /B
256
256

di /ms
0.204 8
4.204 8

Simulation Results/ms
0.204 8
4.204 8

▼Table 7. Configurations and delay bounds for TAS
Flow ID

1
2
3

GCL
100000
010010
001001

τi /ms
6
3
3

 σi /B
512
521
521

di /ms
0.409 6
1.409 6
2.409 6

Simulation Results/ms
0.409 6
1.409 6
2.409 6

GCL: Gate Control List       TAS: Time Aware Shaper
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paper only considers delay DATS
Qi

 for the shared queue. The up⁃
per bound of the delay is determined by the output arrival 
curve of shaper α*

q( t) and the service curve of shared queue 
β ATS

Qi
( t). This paper examines three different priority data 

flows, each entering a different shaper. The relevant param⁃
eters and the upper bounds of delay for these flows are pre⁃
sented in Table 10.
5 Conclusions

In this paper, an overview of seven common scheduling al⁃
gorithms is provided. We summarize the service curves of 
these scheduling algorithms in different implementations (pre⁃
emptive and non-preemptive) and under various traffic catego⁃
ries based on existing literature related to network calculus 
and QoS analysis. Finally, this paper applies different service 
curves to calculate their corresponding delay bounds in burst 
flow situations and conducts simulations in corresponding situ⁃
ations. Additionally, this paper conducts a comparative analy⁃
sis between the simulation results and the theoretical out⁃
comes. The study of this paper can serve as a reference for fur⁃
ther research in the field of network modeling and QoS analy⁃
sis using network calculus.
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β CBS
X

β CBS - CDT
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P
NP
F
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0.640 0
0.650 3
1.588 2
1.614 4
1.614 4
1.615 3

dSR - B /ms
0.938 7
0.920 1
1.852 5
1.870 4
1.870 4
1.907 7

Simulation Results/ms
SR A

0.460 8
0.512 0
1.470 8
1.512 0
1.512 0
1.460 8

SR B
0.563 2
0.614 4
1.573 2
1.614 4
1.614 4
1.563 2

CBS: Credit Based Shaper 
F: frozen 

NF: non-frozen 
NP: non-preemptive 

P: preemptive 
SR: stream reservation

▼Table 8. Configurations for CBS

Flow ID
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BE

CDT
ST
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4
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-

-

-
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-

-

-
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1
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64

BE: best effort 
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